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Abstract

Images have been widely used in manufacturing applications for monitoring production processes, partly because they are often convenient and economic to acquire by different types of imaging devices. Medical imaging techniques, such as CT, PET, X-ray, ultrasound, magnetic resonance imaging (MRI), and functional MRI, have become a basic medical diagnosis tool nowadays. Satellite images are also commonly used for monitoring the changes of the earth’s surface. In all these applications, image comparison and monitoring are the common and fundamentally important statistical problems that should be addressed properly. In computer science, applied mathematics, statistics and some other disciplines, there have been many image processing methods proposed. In this paper, I will discuss (i) a powerful statistical tool, called jump regression analysis (JRA), for modeling and analyzing images and other types of data with jumps and other singularities involved, (ii) some image processing problems and methods that are potentially useful for image comparison and monitoring, and (iii) some of my personal perspectives about image comparison and monitoring.
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1 Introduction

In manufacturing industries, images have been widely used for quality control purposes, partly because they are relatively convenient and economic to acquire. See Figure 1 for a demonstration. Applications include stress and strain analysis of products (Patterson and Wang 1991), anomaly detection of rolling processes (Jin et al. 2004, Yan et al. 2017), inspection of composite material fabrication (Sohn et al. 2004), quality control in liquid crystal display manufacturing (Jiang et al. 2005), structural health monitoring (Balageas et al. 2006), and so forth. Medical imaging techniques, such as CT, PET, SPECT, X-ray, ultrasound, magnetic resonance imaging (MRI), and
functional MRI, have already become one of the basic medical diagnosis tools (Kahn et al. 2007, Parker et al. 2011). Satellite images have been widely used for monitoring changes in the earth’s surface (http://landsat.gsfc.nasa.gov). They have become a basic tool in studying agriculture, forestry and range resources, land use and mapping, geology, hydrology, coastal resources, and environment. In many of these imaging applications, comparison of two or more images of a same object (or similar objects) is a basic task for information fusion, structure/target localization, difference detection, and other purposes. In some applications, image data are obtained in the form of data streams, in the sense that new images are acquired from a longitudinal process sequentially over time (e.g., fMRI images, or images acquired from a rolling process). In such applications, one fundamental task is to monitor the image sequence to see whether the underlying longitudinal process changes significantly over time. This is the image monitoring problem. Therefore, both the image comparison and image monitoring problems are critically important in many applications.

Figure 1: (a) An imaging system for checking steel surface and detecting cracks and defects. (b) A camera. (c) An observed image of steel surface.

To process and analyze the data in a single image, there are already many methods proposed in the computer science, applied mathematics, statistics and some other disciplines. These methods serve different purposes and belong to different areas in image processing (cf., Gonzalez and Woods 1992, Qiu 2005), including edge detection, image denoising, image segmentation, image deblurring, image registration, and many others. These methods would definitely be helpful for image comparison and monitoring, although they cannot solve the image comparison and monitoring problems directly. To describe an image, there are several different tools. One powerful tool in the statistics literature is jump regression analysis (JRA), which is for estimating curves and surfaces with jumps and other singularities. JRA is relevant to statistical process control (SPC), not only because it can handle image data effectively so that it is helpful for image comparison and monitoring, but also because it has a great potential for solving some other SPC problems, since shifts (or drifts)
are the major concern in most SPC problems and JRA methodologies can detect such singularities effectively. In this paper, we will first introduce the JRA approach and its connection to the image processing problem, then discuss some image processing problems and certain commonly used methods for solving these problems that are potentially useful for image comparison and monitoring, and finally provide some personal perspectives about image comparison and monitoring.

The rest of the article is organized as follows. Some JRA models and major JRA problems and methods are introduced in Section 2. Certain image processing problems and the related representative methods are discussed in Section 3. Our personal perspectives about image comparison and monitoring are provided in Section 4. Several remarks conclude the article in Section 5.

2 Jump Regression Analysis

Nonparametric regression analysis provides statistical tools for estimating regression curves or surfaces from noisy data. Conventional nonparametric regression procedures, such as the local kernel smoothers and splines, are appropriate for estimating continuous regression functions only (Fan and Gijbels 1996, Wahba 1990). In practice, however, the underlying regression function could have jumps or other singularities. For instance, the small diamonds in Figure 2 denote the sea-level pressures observed by a Bombay weather station in India during 1921–1992. We can notice that there is a jump around the year 1960, which was confirmed by us in Qiu and Yandell (1998). If a conventional local kernel smoother is used for estimating the underlying regression function, then the estimated function looks like the dashed curve in the plot. Obviously, the jump, which could be an important data structure that reveals certain interesting atmospheric phenomena, is blurred by the smoother. JRA is specifically for handling cases with jumps or other singularities in the underlying regression function (Qiu 2005). The regression function estimated by a JRA method is shown by the solid curve in Figure 2. It can be seen that the jump structure is preserved well by this method.

**One-dimensional (1-D) JRA**

A 1-D JRA model has the form

$$y_i = f(x_i) + \varepsilon_i, \quad \text{for } i = 1, 2, \ldots, n,$$

where \(\{y_i, i = 1, 2, \ldots, n\}\) are observations of a response variable \(y\), \(\{x_i, i = 1, 2, \ldots, n\}\) are design points, \(f\) is an unknown regression function, and \(\{\varepsilon_i, i = 1, 2, \ldots, n\}\) are random errors. For
Figure 2: The small diamonds denote the sea-level pressures observed by a Bombay weather station in India during 1921–1992. The solid curves denote the estimated regression function with a detected jump around the year 1960 preserved. The dashed curve denotes the conventional local linear kernel estimator of the regression function that blurs the jump around the year 1960.

simplicity, we assume that the design interval is \([0, 1]\). In (1), \(f\) is assumed to have the expression

\[
f(x) = g(x) + \sum_{j=1}^{p} d_j I(x > s_j), \quad \text{for } x \in [0, 1],
\]

where \(g\) is a continuity part of \(f\) (i.e., \(g(x)\) is a continuous function of \(x\) in \([0, 1]\)), \(p\) is the number of jump points, \(\{s_j, j = 1, 2, \ldots, p\}\) are the jump positions, and \(\{d_j, j = 1, 2, \ldots, p\}\) are the jump sizes. The major goal of JRA is to estimate the unknown quantities in (2) from the observed data. More specifically, there are two major tasks. One is to estimate the quantities in the jump part of \(f\) (i.e., \(\sum_{j=1}^{p} d_j I(x > s_j)\)), which is called jump detection. The other is to estimate the entire regression function \(f\) with the possible jumps preserved, which is called jump-preserving curve estimation. Because jumps are often important data structures, both the first and the second tasks are important in applications.

In the literature, there have been many jump detectors proposed (e.g., Joo and Qiu 2009, Loader 1996, Müller 1992, Qiu 1991, 1994, Qiu et al. 1991, Qiu and Yandell 1998, Wang 1995, Wu
and Chu 1993). The jump detection criteria in most of these papers have the form

\[ M_n(x) = \frac{\sum_{i=1}^{n} w_1(x_i - x, h_n) Y_i}{\sum_{i=1}^{n} w_1(x_i - x, h_n)} - \frac{\sum_{i=1}^{n} w_2(x_i - x, h_n) Y_i}{\sum_{i=1}^{n} w_2(x_i - x, h_n)}, \quad \text{for } x \in [h_n/2, 1 - h_n/2], \]

(3)

where \( \{w_1(x_i - x, h_n)\} \) are weights for design points in the right neighborhood \((x, x + h_n/2)\) of \(x\), and \( \{w_2(x_i - x, h_n)\} \) are weights for design points in the corresponding left neighborhood \((x - h_n/2, x)\).

Then, \( M_n(x) \) is a difference of two one-sided local weighted averages. Intuitively, \(|M_n(x)|\) would be large if \(x\) is a jump point, and small otherwise. So, if we know that there is only one jump point (i.e., \(p = 1\)) in \([0, 1]\), then the jump point \(s_1\) can be estimated by the maximizer of \(|M_n(x)|\) over \(x \in [h_n/2, 1 - h_n/2]\), denoted as \(\hat{s}_1\). In cases when \(p > 1\) and \(p\) is known, the jump positions \(\{s_j, j = 1, 2, \ldots, p\}\) and the jump magnitudes \(\{d_j, j = 1, 2, \ldots, p\}\) can be estimated in a similar way (cf., Zhang et al. 2009). In different papers mentioned above, the weights \( \{w_1(x_i - x, h_n)\} \) and \( \{w_2(x_i - x, h_n)\} \) in (3) are defined differently. In some papers, they are defined based on local constant or linear kernel smoothing (e.g., Qiu 1991, Loader 1996). In some others, they are defined based on local least squares estimation, wavelets, or other smoothing approaches (e.g., Qiu and Yandell 1998, Wang 1995). The cases when the number of jumps is unknown were recently discussed in Xia and Qiu (2015), where a jump information criterion was proposed for estimating the number of jumps.

To estimate the regression function \(f(x)\) with possible jumps preserved, there are two possible approaches proposed in the literature. In the first approach, the jump part of \(f(x)\), i.e., \(\sum_{j=1}^{\hat{p}} d_j I(x > s_j)\), is first estimated based on jump detection. Then, the estimated jump part \(\sum_{j=1}^{\hat{p}} \hat{d}_j I(x > \hat{s}_j)\) is deducted from the observations. Namely, we define

\[ y_i^* = y_i - \sum_{j=1}^{\hat{p}} \hat{d}_j I(x_i > \hat{s}_j), \quad \text{for } i = 1, 2, \ldots, n. \]

Finally, the continuity part \(g(x)\) of \(f(x)\) can be estimated as usual from the modified data \(\{y_i^*, i = 1, 2, \ldots, n\}\). See Joo and Qiu (2009) for a detailed discussion. In the second approach, the jumps do not need to be detected explicitly. Instead, the estimator of \(f(x)\) can be obtained from a single formula. Interested readers can see papers such as Qiu (2003) and Gijbels et al. (2007).

As a side note, besides jumps in the regression function \(f(x)\) itself, JRA can also handle jumps in the first-order or higher-order derivatives of \(f(x)\), although jumps in the 3rd-order or higher-order derivatives are usually difficult to interpret in practice. For related discussions, see Zhang et al. (2009) and Joo and Qiu (2009).
Two-dimensional (2-D) JRA: In 2-D cases, the regression model becomes

$$Z_i = f(x_i, y_i) + \varepsilon_i, \ i = 1, 2, \ldots, n,$$

where \(n\) is the sample size, \(\{(x_i, y_i), i = 1, 2, \ldots, n\}\) are the design points in the design space, \(f\) is the 2-D regression function, \(\{Z_i, i = 1, 2, \ldots, n\}\) are \(n\) observations of the response variable \(Z\), and \(\{\varepsilon_i, i = 1, 2, \ldots, n\}\) are random errors. For simplicity, we assume that the design space is the unit square \([0, 1] \times [0, 1]\). In such cases, jump positions of \(f\) are curves in the design space, which are called jump location curves (JLCs). Again, due to the importance of jumps, 2-D JRA mainly focuses on estimating JLCs and on estimating \(f\) with the jumps preserved, which are often referred to as 2-D jump detection and jump-preserving surface estimation in the literature (cf., Qiu 2005, Chapters 4 and 5).

Early 2-D jump detection methods are based on the assumptions that the number of JLCs is known and the JLCs are smooth (Hall and Rau 2000, Hall et al. 2001, Korostelev and Tsybakov 1993, Müller and Song 1994, O’Sullivan and Qian 1994, Qiu 1997, Wang 1998). These methods are usually the generalized versions of their 1-D counterparts, based on estimation of certain first-order directional derivatives of \(f\). As pointed out in Qiu (2002), the methods listed above treat JLCs as curves and try to estimate them by curves. Because of the global nature of curves in the sense that any two points on a given curve are connected through other points on the same curve, estimation of curves by curves is often challenging and it requires restrictive assumptions, such as the one that there is only one JLC. Of course, in reality, such assumptions are hardly valid. To overcome that difficulty, Qiu and Yandell (1997) started to describe the JLCs as a pointset in the design space, and suggested estimating the JLCs by another pointset in the same design space. Since points in a pointset need not form curves, the treatment of the JLCs as a pointset makes estimation of arbitrary JLCs possible. Different 2-D jump detectors have been proposed based on that idea in papers, such as Kang and Qiu (2014), Qiu (2002), Qiu and Yandell (1997), and Sun and Qiu (2007). Hall et al. (2008) suggested a tracking method for estimating arbitrary JLCs.

To estimate the regression surface \(f(x, y)\) in model (4), two types of jump-preserving surface estimation methods have been proposed in the literature, as in 1-D cases. The first type of methods estimates \(f(x, y)\) after jumps are detected (cf., Qiu 1998). Around the detected jumps, the surface estimator at a given point is often defined by a weighted average of the observations whose design points are located on the same side of the estimated JLC as the given point in a neighborhood of the point. Thus, potential jumps are preserved in the estimated surface. The second type of methods
estimates the surface without detecting the jumps explicitly. Instead, they usually accommodate some information about jumps in the observed data directly in surface estimation. See papers such as Gijbels et al. (2006), Qiu (2004, 2009), and Qiu and Mukherjee (2010).

Connections between JRA and SPC: In manufacturing industries, we usually monitor a set of \( p \) quality variables of a production process over time. If we are interested in monitoring the mean vector of the quality variables, then we expect that the mean vector remains unchanged when the process is in-control (IC). If the mean vector has a shift, then we should stop the production process as soon as possible. To detect a shift, a control chart is often used. See, for instance, Hawkins and Olwell (1998), Montgomery (2012) and Qiu (2014). Figure 3 presents a typical univariate dataset (plot (a)) and a conventional CUSUM chart (plot (b)). The CUSUM chart gives a signal of process mean shift at \( n = 35 \).

![Figure 3](image)

Figure 3: (a) Dot points denote observations from a production process with its mean function denoted by the solid line. A mean shift occurs at \( n = 31 \). (b) A conventional CUSUM chart with its control limit presented by the horizontal dashed line.

By comparing the traditional SPC problem and the JRA problem, we can see that they are connected in the sense that jump detection is central in both of them. Of course, these two problems are also substantially different. Their major differences can be summarized as follows. (i) In the traditional SPC problem, the mean function is often a step function and it is a constant when the process is IC, while the mean function could be an arbitrary continuous curve between two consecutive jump points in the JRA problem. Because of these features of the two problems, all history data should be used in the SPC problem while the jumps are usually detected based on local
information in the JRA problem. In this sense, the traditional SPC problem is more related to the piecewise linear regression modeling (e.g., Hinkley 1971, Worsley 1983), which could be regarded as a special case of JRA. As a matter of fact, this connection was explored when we suggested a control chart based on change-point detection in Hawkins et al. (2003). (ii) In Phase II SPC, we are usually interested in detecting the first shift because the quality of the products has deteriorized after the first shift, while there could be multiple jumps in a JRA model. Of course, there could be multiple shifts in Phase I SPC. But, another major concern in Phase I SPC, besides shift detection, is outlier detection that is usually not a major concern in JRA. (iii) One fundamental difference between the Phase II SPC problem and the JRA problem is that the former is a sequential monitoring problem in the sense that the sample size keeps increasing, while the latter has a fixed sample size. Because of this and other differences mentioned above, strategies to construct jump/shift detection schemes and evaluate their performance are different in the two problems.

In this big data era, SPC has more and more applications. Many such applications are beyond the traditional manufacturing industries. For instance, in public health and medical studies, we are interested in monitoring the incidence rates of certain diseases (e.g., infectious diseases, cancers, and chronic diseases) over time. In environmental studies, we are interested in monitoring the air quality and other environmental conditions longitudinally. In cybersecurity, we are interested in monitoring internet traffic or occurrence of certain cyber attacks. In all these applications, the IC process distribution could change over time, the number of jumps/shifts could be more than one in a specific time period, and the process cannot be stopped after a shift is detected. In these sequential monitoring problems, the traditional SPC methods need to be modified or extended. To this end, JRA would be helpful because the jumps and other singularities should be properly accommodated when we model all available data by the current time point for detecting trend shifts in future observations. In cases when we are interested in monitoring images, because JRA is a powerful tool for analyzing image data, it is especially important, which will be discussed in the next two sections. Therefore, there is a great potential to develop new SPC methodologies based on the ideas and existing research in JRA, to meet the great demand in monitoring processes with complicated data structures.

As a side note, there has been some recent research in modifying traditional SPC charts to accommodate varying IC process distribution for applications of disease early detection and disease surveillance. See references such as Fricker (2013), Li and Qiu (2016), Qiu and Xiang (2014, 2015),
and Zhang et al. (2015, 2016).

3 Some Image Processing Topics and Methods

Images are widely used nowadays in various applications. They have become one of the most common data formats in practice. Not so long ago, we could only acquire 2-D images. Today, because of the rapid progress in image acquiring devices, 3-D images are routinely used in certain applications (e.g., MRI images in medical studies). Figure 4 shows a 3-D MRI brain image and its three 2-D slices from three different directions. In this section, we introduce some basic concepts, descriptions, and methods about images and image processing.

![Figure 4: A 3-D image and its three slices along three different directions.](image)

Images and their descriptions: For simplicity of presentation, our discussion will focus mainly on 2-D images, and many statements can be extended to 3-D cases without much difficulty. A typical 2-D gray-scale image can be described by the following 2-D JRA model:

\[ Z_{ij} = f(x_i, y_j) + \epsilon_{ij}, \quad i = 1, 2, \ldots, n_1; \quad j = 1, 2, \ldots, n_2, \]

(5)

where \((x_i, y_j)\) is the \((i, j)\)th pixel, \(f(x_i, y_j)\) is the true image intensity level at \((x_i, y_j)\), \(\epsilon_{ij}\) is the pointwise noise, and \(Z_{ij}\) is the observed image intensity level at \((x_i, y_j)\). Model (5) is similar to model (4). Their only difference is that the design points (i.e., the pixels) in model (5) are regularly spaced in \(n_1\) rows and \(n_2\) columns while the design points in model (4) are located more arbitrarily in the design space. In that sense, model (4) is more general. But, model (5) is appropriate for describing images because pixels of a typical image are regularly spaced. From the images shown in Figure 4, it can be seen that the image intensity function \(f(x, y)\) has jumps at various different
places, including the outlines of image objects. In the image processing literature, positions at which \( f(x, y) \) has jumps are called \textit{step edges}, and positions at which its first-order derivatives have jumps are called \textit{roof edges}. So, 2-D JRA can provide a powerful statistical tool for edge detection and many other tasks in image processing (cf., Qiu 2005).

In the image processing literature, people traditionally describe an image as a \textit{Markov random field} (MRF). In that framework, observed image intensities of an image are assumed to have the Markov property that the observed intensity at a given pixel depends only on the observed intensities in a neighborhood of the given pixel. It has been proved that the random field has a Gibbs distribution in that case (e.g., Besag 1974). If the true image intensities are assumed to have a prior distribution that is also a Gibbs distribution, then the posterior distribution of the true image would be a Gibbs distribution too and the true image can be estimated by the \textit{maximum a posteriori} (MAP) estimator (cf., Geman and Geman 1984). Many image processing methods were developed in that framework.

In applied mathematics and computer sciences, people also use \textit{diffusion equations} as a tool to handle images. In that framework, the process of noise removal from an observed image is regarded as a diffusion process described by a partial differential equation, and the observed image is regarded as the initial state of this process (e.g., Perona and Malik 1990). Many different methods have been proposed for edge-preserving image denoising and other tasks in image processing (e.g., Barash 2002, Sapiro 2001).

Among the three tools described above (i.e., JRA, MRF, and diffusion equations), JRA is the most flexible one for describing and handling images, although people often assume that the noise in model (5) is spatially independent. Based on the mechanism of image acquisition, people think that noise is a pointwise contamination and the spatial independence assumption is roughly true in many image applications. If spatial contamination is involved, then the corresponding problem is mainly handled by image deblurring methods (see related discussion in the next part). However, if spatial correlated noise is a concern in an application, then some statistical research in handling correlated data can be adopted here (e.g., Opsomer et al. 2001). The MRF framework is quite general and it has been used widely in the image processing literature for handling various problems. However, it is often difficult to check whether a given image has the Markov property in practice, and the performance of the methods based on MRF may not be robust to the Markovian assumption either. The diffusion equation approach is also quite versatile for solving many different
image processing problems, although statisticians usually avoid using partial differential equations because derivatives are sensitive to noise.

**Some image processing problems and methods:** Image processing is a broad area, containing many different research problems. In this part, we only discuss some basic image processing problems with which we have some research experience and they might be related to SPC of images. For a more complete description about image processing, read books such as Gonzalez and Woods (2008).

Edge detection and edge-preserving image denoising are two fundamental problems in image processing. Edge detection is mainly for detecting edges accurately, while edge-preserving image denoising is for removing the noise and recovering the true image with possible edges preserved. Obviously, these problems are essentially the same as jump detection and jump-preserving surface estimation in 2-D JRA. See Qiu (2007) for a discussion about the connections and differences between the two areas. For edge detection, most existing methods are based on the facts that can be demonstrated by Figure 5. Plot (a) in the figure shows a cross-sectional 1-D profile of an image intensity surface around a slightly blurred step edge curve, and plots (b) and (c) show its first-order and second-order derivatives, respectively. A slightly blurred step edge is considered in plot (a) to make the profile differentiable. In practice, the jumps in image intensity around an edge curve could be sharp, and the directional derivatives of the image intensity function can be replaced by directional differences that are computed from local pixels. Based on plot (b), the absolute value of the first-order derivative of the image intensity function at the edge position would be large if the first-order derivative is computed along a direction that is perpendicular to the edge curve. Plot (c) shows that the second-order derivative of the image intensity function at the edge position would have the following zero-crossing property: (i) the second-order derivative equals zero at the edge position, and (ii) its sign changes at two different sides of the edge curve. It has been well demonstrated in the literature that edge detectors based on the first-order derivatives are more effective in detecting edges and less sensitive to noise, compared to the edge detectors based on the second-order derivatives. However, the detected edges by the former are thicker in the sense that they are located in a wider band of the true edge curves, and they may not form closed curves. In comparison, the detected edges by the latter are thinner and they tend to form closed curves (e.g., Canny 1986, Joo and Qiu 2009, Kang and Qiu 2014, Marr and Hildreth 1980, Qiu and Bhandarkar 1996, Sun and Qiu 2007, Torre and Poggio 1986).
Figure 5: (a) A cross-sectional 1-D profile of an image intensity surface around a slightly blurred step edge curve. (b) The first-order derivative of the profile. (c) The second-order derivative of the profile.

In some applications, we need to segment one or more specific objects in an image to study their properties (e.g., size, shape, etc.). This is the image segmentation problem (cf., Gonzalez and Woods 2008). It should be pointed out that image segmentation is different from edge detection, although the two problems are related. First, edge detection is usually for an entire image, instead of for some specific objects in the image. So, the detected edges may not describe the outlines of the objects under consideration well. Second, the outlines of the image objects under consideration are most probably edges of the image. But, part of the outlines may not appear to be edges in the observed image due to lighting conditions, contrast in image intensity between the objects and their background, and so forth. Therefore, the detected edges are helpful for segmenting the specific objects of interest, but attention is needed to address the challenges of image segmentation due to the differences between the two problems. As a side note, effective image segmentation methods depend heavily on the nature of a specific application. That is because a successful image segmentation depends on many factors, including the number and shape of the objects to segment, complexity of their background, contrast in image intensity between the objects and their background, and so forth. All such factors differ in different applications. For segmenting foreground from background in microarray images, see our papers Qiu and Sun (2007, 2009) and the references cited therein.

For edge-preserving image denoising, besides the JRA methods discussed in Section 2 for jump-preserving surface estimation, there are many methods proposed under the framework of MRF or diffusion equations. To remove noise and preserve edges under the MRF framework, usually a
line process is considered together with an observed image (or called intensity process). By a line process, it is assumed that there is a line element between two horizontally or vertically neighboring pixels, and the line element equals 1 if there is an edge between the two pixels and 0 otherwise. Then, the line process is estimated together with the true image using MAP or similar approaches (e.g., Besag 1986, Fessler et al. 2000, Geman and Geman 1984). Under the diffusion equation framework, a quantity called diffusivity controls the degree of smoothing at a given position in an image. To preserve edges when denoising an image, it should be chosen small at edge positions and relatively large at non-edge positions. The edge positions can be indicated roughly by the gradient of the observed image. For a more detailed discussion, see papers such as Perona and Malik (1990), Keeling and Stollberger (2002), Weickert (1998), and Mrázek et al. (2003). In the literature, there are some alternative methods for edge-preserving image denoising. For instance, image denoising based on wavelet transformation is also a popular approach, although selection of proper father and mother wavelets is often challenging to properly accommodate edges (e.g., Chang et al. 2000, Mrázek et al. 2003). Another alternative denoising method is based on adaptive weights smoothing. See a sequence of papers by Joerg Polzehl and his co-authors (e.g., Polzehl and Spokoiny 2000).

In model (5), we only consider pointwise image contamination (i.e., noise). In practice, another common image contamination is spatial blur, caused by a relative move between the camera and the scene to be pictured and other reasons. A blurred image of a bird is shown in the left panel of Figure 6. A research area called image deblurring tries to recover the true image from the observed but blurred one. Mathematically, the image deblurring problem can be formulated as follows:

$$Z(x, y) = H\{f\}(x, y) + \varepsilon(x, y),$$

Figure 6: A blurred image and its deblurred version.
where \( H\{f\}(x,y) = \int \int_{R^2} h(u,v)f(x - u, y - v) \, du \, dv \) is the convolution between a point spread function (psf) \( h \) and the true image intensity function \( f \), and \( \varepsilon(x,y) \) is the pointwise noise. The psf \( h \) describes how \( f \) is spatially contaminated (i.e., blurred) in the imaging process. Image deblurring is for estimating \( f(x,y) \) from \( Z(x,y) \). This problem is “ill-posed” in the sense that there could be multiple sets of \( h \) and \( f \) corresponding to the same \( Z \), even when there is no noise in \( Z \). So, in the early literature, \( h \) is often assumed to be known, and the main research effort is on estimating \( f(x,y) \) from \( Z(x,y) \) in such cases, using different inverse filtering algorithms (cf., Carraso 1999, Figueiredo and Nowak 2003, Skilling 1989). That task is also challenging because the inverse filtering is often numerically unstable because of the noise. In practice, it may not be realistic to assume \( h \) to be known. For instance, satellite images are often blurred because of wind, atmospheric turbulence, aberrations of the optical system, and other various reasons, and it is difficult to completely specify \( h \) in such cases. More recent research in this area is for estimating \( f(x,y) \) when \( h \) is not completely specified. This problem is called blind image deblurring. One type of blind image deblurring methods assumes that \( h \) has a parametric form, and its parameters are estimated together with the true image in image deblurring (e.g., Carasso 2001, Joshi and Chaudhuri 2005, Katsaggelos and Lay 1990, Rajagopalan and Chaudhuri 1999). Of course, validity of such parametric forms for \( h \) is not guaranteed in practice. To overcome this difficulty, Hall and Qiu (2007a) suggested estimating \( h \) from an observed but blurred test image whose true structure is known. Then, the estimated \( h \) can be used for deblurring other observed images taken by the same imaging device (Hall and Qiu 2007b, Qiu 2008). A more flexible method without using any test images was recently proposed in Qiu and Kang (2015).

In different applications, we often want to compare two or more images of a same scene (e.g., a patient’s brain) that are taken at different times. Because the relative positions between the camera and the scene cannot be exactly the same at different times in practice, the images should be geometrically aligned well before we can make a reliable comparison. As a demonstration, plots (a) and (b) in Figure 7 show two satellite images taken at the San Francisco bay area in 1990 and 1999, respectively. Their pixelwise difference is shown in plot (c). It can be seen that there is a clear pattern in this difference image, mainly because the two original images are not geometrically aligned well. The problem to geometrically align the images is called image registration in image processing. It is a fundamental task in many imaging applications. After the two images shown in Figure 7(a)-(b) are properly registered, their pixelwise difference is shown in Figure 7(d). Obvi-
ously, the pattern is much lighter now. Most existing image registration methods assume that the

![Figure 7: (a)-(b) Two satellite images taken at the San Francisco bay area in 1990 and 1999, respectively. (c) Their difference without image registration. (d) Their difference after image registration.](image)

mapping transformation has a parametric form or satisfies certain regularity conditions (e.g., it is a smooth function with the first-order or higher order derivatives). They often estimate the mapping transformation globally by solving a global minimization/maximization problem or by using a global smoothing technique. Such global smoothing methods usually cannot preserve singularities (e.g., discontinuities) and other features of the mapping transformation well. Further, the ill-posed nature of the image registration problem, i.e., the mapping transformation is not well defined at certain places (e.g., at places where the true image intensity surfaces are straight), is undisclosed by such methods. Recently, we suggested handling the image registration problem locally, by first studying local properties of a mapping transformation. To this end, we suggested the concept of non-degenerate pixels. A local smoothing method for estimating the mapping transformation was proposed accordingly in Xing and Qiu (2011). Because of the flexibility of local smoothing, our method did not require many regularity conditions on the mapping transformation. In a recent paper (Qiu and Xing 2013a), this topic was further studied. Several concepts, including the 2-D degenerate pixels, 2-D partial degenerate pixels, 1-D degenerate pixels, and 1-D partial degenerate pixels, were proposed for describing the local properties of the mapping transformation. The relationship among these concepts and the statistical properties of the estimated transformation were also studied. In Qiu and Xing (2013b), we further demonstrated that non-degenerate pixels were ideal features for image registration, compared to some other commonly used features.

As pointed out at the beginning of this section, 3-D images get increasingly popular in various applications, including medical studies using MRI and functional MRI (fMRI) images. Generally
speaking, the structure of a typical 3-D image is substantially more complicated than that of a typical 2-D image. For instance, edge locations are surfaces in 3-D cases, which would be much more challenging to handle, compared to edge curves in 2-D cases. So, in many cases, we cannot generalize 2-D methods for solving the 3-D image processing problems. We proposed a 3-D method for image denoising in Qiu and Mukherjee (2012), and discussed 3-D image registration in Song and Qiu (2017a,b).

4 Statistical Process Control of Images, Its Challenges and Some Research Problems

As discussed in Section 1, comparison and monitoring of images acquired from a longitudinal process have broad applications. However, the complex image structure and the sequential nature of image data streams pose significant analytic challenges on such tasks. The major challenges include at least the following ones. 1) Images have complicated structures, including edges and other singularities in the image intensity surface, and the spatial nature of the image data. Also, image streams are sequential, in the sense that their sample sizes keep increasing over time. Sequential data are usually challenging to analyze properly. 2) A typical 3-D MRI image has millions of voxels. If we are concerned about image monitoring, then hundreds or even thousands of images need to be handled. Therefore, data volume is big, and this requires our methods to be computationally efficient. 3) There are some new features in the monitoring of image data, compared to the traditional SPC problems. For instance, the process IC distribution may change over time due to seasonality and other reasons. Therefore, when we develop methodologies for image comparison and monitoring, these challenges should be handled properly. This and some other related topics are discussed in this section.

Image pre-processing: Observed images acquired from a longitudinal process often contain different types of contamination, including geometric misalignment among images, pointwise noise in individual images, spatial blur, and some others. Figure 7 shows that when geometric misalignment among images exists, proper image registration is critically important for reliable image comparison and monitoring. In the image processing literature, proper processing of the observed images to make the subsequent image analysis more reliable is called image pre-processing (cf., Sonka et al. 1993, Chapter 4), which is common in different applications of image processing and
In industrial applications, the geometric misalignment among different images might be mainly due to relative movement between a camera and products to be pictured. In such cases, the following rigid-body transformation should be appropriate:

\[
T_1(x, y) = x \cos(\phi) + y \sin(\phi) + \Delta x, \\
T_2(x, y) = -x \sin(\phi) + y \cos(\phi) + \Delta y,
\]

where \( \phi \) is a rotation parameter, \( \Delta x \) and \( \Delta y \) are the translation parameters in the \( x \)- and \( y \)-axes, respectively, and \( T(x, y) = (T_1(x, y), T_2(x, y)) \) defines the geometric transformation to map the point \((x, y)\) in one image to \(T(x, y)\) in another image. By a rigid-body transformation, the Euclidean distance between any two points on an image will not change after the transformation. Then, the major goal of image registration is to estimate the parameters \((\phi, \Delta x, \Delta y)\) from the two observed images. Estimation of \((\phi, \Delta x, \Delta y)\) and the properties of the estimators have been discussed recently in Feng and Qiu (2017).

Besides image registration, image denoising and image deblurring might also be important for comparison of different images acquired from a longitudinal process and for monitoring of image streams as well. That is because pointwise noise and spatial blur are common in observed images and it might make image comparison and monitoring more effective if they can be removed to a certain degree in the image pre-processing stage. To this end, the edge-preserving image denoising methods and the image deblurring methods discussed in Section 3 and the related 2-D JRA methods discussed in Section 2 should be helpful.

There are many open research problems to address related to image pre-processing for image comparison and monitoring. For instance, when we monitor a sequence of images, what is the appropriate way to formulate the image registration problem? More specifically, should we always register the observed image at the current time point with the first image in the sequence, or with a certain average of the images at all previous time points? For image denoising and deblurring, should we accommodate them in image comparison and monitoring, or make these image pre-processings separately before image comparison and monitoring? Intuitively, a rough registration of images (e.g., using the simple rigid-body transformation (7)) can improve the results in image comparison and monitoring quite dramatically, and any further fine tuning in image registration might not generate a meaningful improvement, which needs to be confirmed in future research.
How to compare and monitor images? In the literature, there is a limited discussion about image comparison, mainly by researchers in computer vision and graphics (e.g., Davis et al. 1997). A major existing tool for comparing two images is to use a quantitative similarity or dissimilarity measure (Freire et al. 2002). Commonly used measures include the mean squared difference between two images, Pearson’s correlation coefficient of the observed image intensities of two images, entropy of the difference between two images, and so forth (Qiu and Nguyen 2008). However, these measures alone cannot tell us whether two related images are significantly different or not, especially in cases when image misalignment is present. They do not take into account the complicated image structure, such as edges, either. Because observed images almost always contain noise and other contamination (e.g., spatial blur), image comparison is a statistical problem and it should be addressed in the framework of hypothesis testing or other statistical inferences. This problem has not been well discussed yet in the statistical literature, and requires much future research effort.

Because images have been widely used in manufacturing industries in recent years, mainly for quality control purposes, there is some existing research on sequential monitoring of image data streams in the chemical and industrial engineering literature (e.g., Megahed et al. 2011, Prats-Montalban 2014, Yan et al. 2015). Most existing methods for image monitoring proceed in two steps. They first extract some features from each image, using methods such as the principal component analysis (PCA), and then monitor the extracted features by a conventional control chart (e.g., Duchesne et al. 2012, Lin et al. 2008). Some other methods focus on certain pre-specified regions, called regions of interest (ROIs), in individual images, and then monitor the images by a control chart constructed based on a summary statistic (e.g., the mean image intensity) of the ROIs (e.g., Jiang et al. 2011, Megahed et al. 2012). These methods make a good start in our research effort to solve the image monitoring problem. But, they have some limitations for us to address in our future research as well. For instance, The first type of methods mentioned above ignores the spatial data structure of images completely, while the second type considers the spatial data structure partially in the pre-specified ROIs only. All these methods do not take into account the edges and other complicated structure in the image intensity surfaces. They usually do not properly accommodate geometric misalignment among different images either.

To properly compare images or monitor an image data stream, we first need to decide what specific features or parts of the images that we should compare or monitor. In some applications,
we have a clear idea about what to compare or monitor. For instance, in the steel surface monitoring problem demonstrated in Figure 1, we are usually concerned about the cracks and other specific defectives (Yan et al. 2017). In such cases, some edge detection and image segmentation methods can be applied for figuring out the size/shape/location or other summary statistics of these defectives for image comparison and monitoring. To this end, jump detection methods in 2-D JRA should be extremely useful. In many other applications, we may not have a clear idea about what to compare or monitor. In such cases, the following possible approaches can be considered, as in the image registration literature (e.g., Klein et al. 2009, Qiu and Xing 2013a,b, Zitova and Flusser 2003): (i) feature-based approach, and (ii) intensity-based approach. By a feature-based approach, we first extract some specific features from the observed images and then compare or monitor them for image comparison and monitoring purposes. Commonly used features in the image processing include landmarks or control points that can be selected manually or automatically by a computer (Wu et al. 2006), edge lines or curves that are often detected by gradient-based methods (Hsieh et al. 1997), regions, centroids or templates that are usually determined by ways of thresholding and segmentation (Saeed 1998), and the so-called degenerate pixels discussed in Qiu and Xing (2013a,b). In SPC of images, the features should be able to measure the quality of products well. To this end, the features defined in the image processing literature may not be the most appropriate ones to use, and new features might need to be defined for a specific application. This topic requires much future research effort.

It should be pointed out that there are many challenges in developing and applying a feature-based method. For instance, we need to decide which feature type or types we should use, how many features should be extracted, how to extract the features, and so forth. All these decisions would involve many subjective choices. To avoid these challenges in using a feature-based method, we can consider using intensity-based approaches. By an intensity-based approach, we use all observed intensities in the related images for image comparison and monitoring. However, such approaches would have their own challenges. For instance, because of the relatively large variation of image intensities around the edges, the edge structure of the related images would play a dominating role in image comparison and monitoring if all observed image intensities are treated equally. To overcome this difficulty, we recently suggest dividing an image into two parts that consist of edge pixels and non-edge pixels, and then compare two images using their edge pixels, or non-edge pixels, or both (Feng and Qiu 2017). In intensity-based image comparison and monitoring, the
jump-preserving surface estimation methods discussed in Section 2 and the edge-preserving image denoising methods discussed in Section 3 should be relevant.

**Some new issues with image comparison and monitoring:** As mentioned at the beginning of Section 4, image data often have a big data volume and a typical 3-D image has millions of voxels. So, computation would be a big issue for online image monitoring. To this end, recursive formulas for computing the charting statistic would be important, as in other sequential monitoring problems (e.g., Hawkins et al. 2003, Li and Qiu 2016). Another possible approach is to apply the dimension reduction or variable selection methods to the SPC problem (e.g., Capizzi and Masarotto 2011, Wang and Jiang 2009, Zou and Qiu 2009). However, the spatial information of images, including their edges and other structures, should be properly accommodated, which may not be straightforward. In our opinion, recent research in fast computing should also be considered in the SPC community. For instance, it has been shown that distributed parallel computing can reduce the computing time dramatically for 3-D image registration (Song and Qiu 2017c). Such fast computing platforms should be helpful for online image monitoring.

For some image monitoring problems, the IC distribution of an image stream might change over time. For instance, the sequence of satellite images of a specific region (cf., Figure 7 for satellite images of the San Francisco bay area) may reveal seasonality and other longitudinal variation that could be part of the IC process. In such cases, the time varying IC distribution needs to be properly accommodated in process monitoring. See Qiu and Xiang (2014, 2015) for a related discussion in the dynamic screening system context. In this regard, there are many challenges to address, including proper estimation of the time varying IC distribution, accommodation of seasonality and other covariates, accommodation of spatial and/or temporal correlation in image data, and so forth.

**SPC of images and profile monitoring:** In SPC, profile monitoring receives much attention from researchers in recent years (Qiu 2014, Chapter 10). By profile monitoring, we are mainly concerned about the relationship between two or more variables. Early research in this area focuses on univariate linear or parametric profile monitoring (e.g., Jin and Shi 1999, Kang and Albin 2000, Zou et al. 2007). In such cases, the profile monitoring problem can be described by the following model:

\[
Z_{ij} = f(x_{ij}, \theta_i) + \varepsilon_{ij}, \quad \text{for } j = 1, 2, \ldots, n_i, \quad i = 1, 2, \ldots, \quad (8)
\]

where \(Z\) is a response variable, \(x\) is a predictor, \(f(x, \theta)\) is a known parametric function with
parameter vector $\theta$, $(x_{ij}, Z_{ij})$ is the $j$th observation of the $i$th product to monitor, and $\varepsilon_{ij}$ is the error term. In this profile monitoring problem, we mainly monitor the sequence $\{\theta_i, i = 1, 2, \ldots\}$ (after $\{\theta_i\}$ are estimated properly) to make sure that it is stable when $i$ increases. In practice, the parametric model (8) may not describe the true relationship between $x$ and $Z$ well. So, recent research in this area focuses more on nonparametric profile modeling. A number of nonparametric profile monitoring approaches have been proposed in the literature (e.g., Qiu et al. 2010, Qiu and Zou 2010, Zou et al. 2008, 2009). In some applications, there are multiple response variables involved (i.e., $Z$ in (8) is a vector). This multiple profile monitoring problem has been discussed recently by a number of papers (e.g., Paynabar et al. 2013, 2016).

From the description about image processing in Section 3, we can see that images can be regarded as profiles. For simplicity, let us focus on 2-D images here, and 3-D images can be discussed in a similar way. A sequence of images can be described by the following model:

$$Z_{ijk} = f_k(x_{ik}, y_{jk}) + \varepsilon_{ijk}, \quad i = 1, 2, \ldots, n_1; \quad j = 1, 2, \ldots, n_2; \quad k = 1, 2, \ldots,$$

where $(x_{ik}, y_{jk})$ is the $(i, j)$th pixel of the $k$th image, $f_k(x, y)$ is the true image intensity function of the $k$th image, $\{Z_{ijk}\}$ is the $k$th observed image, and $\varepsilon_{ijk}$ is the pointwise noise. So, $\{f_k(x, y), k = 1, 2, \ldots\}$ can be regarded as 2-D profiles, and monitoring of the image sequence is equivalent to monitoring of the 2-D profile sequence. By comparing (9) with the univariate profile monitoring problems (cf., (8)) and the multiple profile monitoring problem discussed in the previous paragraph, we can see that there are two location variables $x$ and $y$ in (9) and only one predictor $x$ in the latter problems. Because of this difference, the two types of profile monitoring problems are substantially different in several aspects, including the following ones. First, in the univariate profile monitoring problems and the multiple profile monitoring problem discussed, the profiles are curves, and they are surfaces in the image monitoring problem (9). Surfaces usually have much more complicated structure than that of curves. Second, edges and other singularities are important parts of images. But, in the existing research on profile monitoring, profiles are usually assumed to be continuous functions. Third, in some image processing applications (e.g., applications involving MRI images), noise is often non-additive, due to the specific image acquisition techniques (cf., Mukherjee and Qiu 2013). Also, observed images could be blurred, or contain other types of contaminations, as discussed in Section 3. The existing profile monitoring research usually does not handle such issues. For these reasons, we may not be able to solve the image monitoring problem properly by simply using the existing methods in the profile monitoring literature. Instead, new methods should be
developed. To this end, the JRA and image processing methods discussed in the previous two sections should be helpful.

In the literature, there are some recent discussions about surface monitoring, motivated by different applications (e.g., Colosimo et al. 2014, del Castillo et al. 2014, Wang et al., 2014, Xia et al. 2008, Zang and Qiu 2017). These surface monitoring problems are relevant to image monitoring, because images can be regarded as surfaces of the image intensity functions and proper surface registration also need to be addressed properly in the surface monitoring problems. However, one fundamental difference between the two types of problems is that the image intensity surfaces usually have jumps and other singularities (e.g., step and roof edges), but the surfaces discussed in the surface monitoring literature are often assumed to be continuous. Because of this difference, we cannot apply the existing surface monitoring methods to the image monitoring problem directly, although some aspects of the former (e.g., registration and denoising) might be useful for solving the image monitoring problem.

5 Concluding Remarks

In this big data era, SPC has found more and more applications in engineering, environmental research, medicine, public health, and other disciplines and areas (Qiu 2016). Many such applications involve image data streams. Because images usually have a big data volume and a complicated data structure, proper comparison and monitoring of images are challenging. To address different challenges with image data, existing research in image processing and jump regression analysis should be helpful. In this paper, we have briefly introduced some basic research problems and methods in these two areas and discussed how the related methods can be potentially used for solving the image comparison and monitoring problems. It should be pointed out that the image comparison and monitoring problems are mostly open, and they need much future research effort.
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