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I was invited to give a plenary speech at the 2017 Stu Hunter Research Conference in March

2017 at Copenhagen, Denmark. The program organizers suggested that I could talk about either

statistical image processing or statistical process control (SPC), because image data had become

a major data source in engineering applications and SPC had made several significant progresses

in the past 10-15 years. I am fortunate to have made some contributions to both image processing

(Qiu 2005) and SPC (Qiu 2014) in the past 25 years, and online monitoring of image data streams

has become a major tool for quality control and management in manufacturing and other industries.

Therefore, I decided to present some of my personal perspectives on the research about SPC of

image data, a topic combining both image processing and SPC. Since jump regression analysis

(JRA) is a basic tool for image processing and it could be a useful tool for solving some recent SPC

problems as well, it was also covered in the presentation. After the presentation was summarized

in the main paper titled “Jump regression, image processing, and quality control” (Qiu 2018), Drs.

Alistair Forbes, Wei Jiang and Wenpo Huang provided some constructive comments about the

paper. I am grateful for their time and effort in reading my paper carefully and in stimulating

live discussions at the conference and here. Next, I will provide my thoughts about some of their

comments given in their discussions.

Applications in Metrology and Business

In the main paper Qiu (2018), I mentioned that sequential online monitoring of image data streams

had broad applications, and the applications I discussed focused mainly on manufacturing indus-

tries, satellite monitoring of earth surface, and magnetic resonance imaging (MRI) that I had some

research experience. All discussants agree that image monitoring is a fundamental problem in many

research and application areas. Dr. Forbes works at the UK’s National Metrology Institute. He

told us in his discussion that images were commonly used in metrological research and applica-

tions. One interesting problem he introduced was related to geometric evaluation of an artefact
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in question. In order to improve accuracy, we often use different imaging approaches (e.g., X-ray,

sensor array, rotary table) to acquire different 2-D images, and then reconstruct the 3-D artefact

geometry from the observed 2-D images. In computer science, image reconstruction is an active

research area (e.g., Herman 1980, Schultz et al. 2014). Usually, a sequence of 2-D images are

taken from different angles of the 3-D object, and then a 3-D image is reconstructed from the

2-D images using the Fourier and inverse Fourier transformations. To improve the quality of the

reconstructed 3-D image, we need to combine information from the 2-D images taken by different

imaging techniques. Because the images taken by different imaging approaches may not match

with each other well geometrically, they need to be registered properly in advance using image

registration methods. See Figure 7 in Qiu (2018) and the related discussion. Also, as pointed out

by Dr. Forbes in his discussion, 2-D images taken by different imaging techniques have different

data contamination and spatial correlation properties. They need to be preprocessed before data

combination or comparison. See the next part for a related discussion about proper handling of

correlated image data. Dr. Forbes pointed out that “uncertainty evaluation or quality assessment”

of image data was also required in these applications. In statistical terminologies, I believe this

is related to noise or other data contamination level, which should be properly estimated for each

image type in order to make the data combination or comparison reliable.

Drs. Jiang and Huang discussed some interesting applications of process online monitoring in

business, related to customers’ business behaviors and activities. In those applications, customers’

behaviors and activities change over time. The observed data are often temporally correlated and

contain outliers (i.e., isolated and unusually large or small observations) or change points (i.e.,

systematic changes in customers’ activities). Because customers’ behaviors and activities usually

last for a long time or even for ever, multiple outliers and change points are possible. All these

features pose a great challenge for us to handle the related online process monitoring problems in a

reasonable way, because traditional SPC charts usually detect the first change point only in online

process monitoring. Related to the dynamic nature of customers’ business behaviors and activities,

longitudinal data analysis tools in statistics should be useful (e.g., Xiang et al. 2013), where the

time-varying behaviors can be modeled by parametric or nonparametric longitudinal models. In the

literature of process monitoring or shift detection, people usually use parametric time series models

for describing temporal data correlation. In reality, such models can hardly describe the true data

correlation well, because the temporal data correlation is often related to the complicated impact
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of many confounding risk factors (e.g., the culture, weather, and economy) on people’s business

behaviors and activities. Therefore, the more flexible temporal data correlation structure allowed

by some recent longitudinal data analysis methods should describe the true correlation structure

better. To sequentially monitor processes with time-varying in-control (IC) process distributions,

we have developed a new methodology called dynamic screening system (DySS) in recent several

years (Qiu and Xiang 2014, 2015, Li and Qiu 2016, 2017, Qiu et al. 2017). Some versions of the

DySS method can monitor dynamic processes with temporally correlated observations, and the

temporal correlation structure is allowed to be nonparametric. However, the current DySS method

can only detect the first change point in online process monitoring, and its performance could be

impacted negatively by outliers. Therefore, it requires much future research to generalize the DySS

method for detecting multiple change points and modify the current DySS method so that the

modified methods are robust to outliers. To this end, the JRA methods should be useful because

they can handle multiple jump points in the process mean function and its derivatives, and some

JRA methods are robust to outliers (cf., Qiu 2005, Chapter 3).

Spatial Correlation Modeling

Dr. Forbes pointed out that in some applications the change in the correlation among different

data streams might be our interest. He mentioned the application to monitor the structure health

of a bridge under forced degradation. In this application, different sensors are usually attached

to the bridge to measure different aspects of the structure health of the bridge, including tilt,

strain and acceleration. In this example, the correlation among readings from different sensors

might be more relevant, compared to observation streams from individual sensors, because data

from individual sensors are usually quite stable over time. Generally speaking, the multivariate

DySS methods mentioned in the previous part should be able to detect a correlation change in this

problem. However, those multivariate DySS methods were designed mainly for detecting changes

in the mean function. They may not be as sensitive to a correlation change as we want them to be.

In the SPC literature, we could not find much discussion about monitoring of correlation among

multiple components of a multivariate process, which requires some future research effort.

Drs. Jiang and Huang pointed out that proper modeling of spatial correlation was important

in monitoring spatial data. They brought to our attention two important applications: one for
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spatio-temporal disease surveillance and the other for wafer surface monitoring. They agreed with

me that the commonly used principal component analysis (PCA) tool would generally be inap-

propriate to use in such applications, because the PCA approach does not take into account the

spatial information in the observed data. As discussed in the main paper Qiu (2018), the Markov

random field (MRF) framework is popular in the image processing literature to accommodate spa-

tial correlation in the observed image intensities. However, the assumed Markovian properties of

this approach are hard to verify in practice, and the computation involved is generally intensive.

In recent years, statisticians have made a great effort to develop methods for modeling correlated

spatial data. Methods based on regression modeling include the one using temporal basis functions

(cf., Lindström et al. 2015), which can be implemented in the R package SpatioTemporal, the

function estimation methods using B-splines (e.g., Choi et al. 2013), and the ANOVA-type method

(Heuvelink and Griffith 2010). Other alternative approaches include the ones in the Gaussian pro-

cess framework (e.g., Diggle et al. 2013), and the Bayesian dynamic modeling framework (e.g.,

Finley et al. 2015). Some of these methods impose restrictive assumptions on the observed data

and on their spatial correlation structure. Users should check the validity of these assumptions

properly before actually using them.

Concluding Remarks

As mentioned in the main paper, I believe that SPC will find more and more applications in this

big data era, because many big data involve data streams and SPC is a power tool for sequen-

tially monitoring data streams. However, different new applications raise many new challenges

that traditional SPC methods cannot handle properly, which include time-varying (or dynamic) IC

process distributions, detection of multiple change points, complicated spatial or spatio-temporal

data correlation, integration of data from different sources, and so forth. To address these chal-

lenges and the new features of the related process monitoring problems, we should develop new

SPC methodologies or modify the traditional SPC methods so that the new features can be ac-

commodated adequately. To this end, some methods or ideas in JRA should be helpful. I am glad

that Drs. Forbes, Jiang and Huang agreed with me on these perspectives. I really appreciate their

stimulating critics and comments. Hope my main paper and the follow-up discussions can promote

future research in sequential monitoring of image data and in big data analysis as well.
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