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Abstract
We review the progress made in the field of object recognition over
the past two decades. Structural-description models, making their
appearance in the early 1980s, inspired a wealth of empirical re-
search. Moving to the 1990s, psychophysical evidence for view-based
accounts of recognition challenged some of the fundamental assump-
tions of structural-description theories. The 1990s also saw increased
interest in the neurophysiological study of high-level visual cortex,
the results of which provide some constraints on how objects may be
represented. By 2000, neuroimaging arose as a viable means for con-
necting neurons to behavior. One of the most striking fMRI results
has been category selectivity, which provided further constraints for
models of object recognition. Despite this progress, the field is still
faced with the challenge of developing a comprehensive theory that
integrates this ever-increasing body of results and explains how we
perceive and recognize objects.
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INTRODUCTION

At a functional level, visual object recognition
is at the center of understanding how we think
about what we see. Object identification is a
primary end state of visual processing and a
critical precursor to interacting with and rea-
soning about the world. Thus, the question of
how we recognize objects is both perceptual
and cognitive, tying together what are often
treated as separate disciplines. At the outset,
we should state that in spite of the best ef-
forts of many to understand this process, we
believe that the field still has a long way to
go toward a comprehensive account of visual
object recognition. At the same time, we do
believe that progress has been made over the
past 20 years. Indeed, visual object recogni-
tion is a poster child for a multidisciplinary
approach to the study of the mind and brain:
Few domains have utilized such a wide range
of methods, including neurophysiology, neu-
roimaging, psychophysics, and computational
theory. To illustrate this progress, we review
the state of the art circa 1985 and contrast this
with the state of the art today (2006). We note
that some problems have been solved, some
have evolved, some have become extinct, and
new ones have arisen.

Although there were clearly many neu-
roscientific and behavioral antecedents (e.g.,
Konorski 1967, Rock 1973, Selfridge 1959)
to Marr & Nishihara’s (1978; popularized in
Marr’s 1982 book) seminal paper, it, more
than any other single publication, is arguably
the spark for what we think of as the mod-
ern study of visual object recognition. Inter-
estingly, although it was heavily motivated by
neuropsychological data and behavioral intu-
ition, Marr and Nishihara’s theory was purely
computational, with no attempt at empirical
validation. Colleagues of Marr took a similar
approach, identifying in principle problems
with then state-of-the-art theories of recog-
nition, but presenting little in the way of con-
crete data to validate, invalidate, or extend
such theories (Pinker 1984).

One reason for this hesitancy to step into
the fray may have been the enormous level
of flexibility exhibited by the primate visual
system—an issue that remains with us to-
day and challenges all would-be accounts of
recognition. If anything, the more we have
learned about our recognition abilities, the
more daunting the problem has become. For
example, results regarding the incredible ra-
pidity with which successful recognition is
achieved have imposed significant new con-
straints on current theories. Consider the
study by Thorpe et al. (1996), in which they
allowed observers only 20 ms to determine
whether an animal was present in a natural
scene. Event-related potentials (ERPs) mea-
sured during performance of this task reveal,
approximately 150 ms after stimulus onset, a
significant difference between the neural re-
sponses for trials in which there is an animal
and trials in which there is not. Such data
indicate that the primate visual system pro-
cesses complex natural scenes quite rapidly
and with only the briefest of inputs. Interest-
ingly, this result and many more from the past
two decades have not been integrated into any
extant theory. Thus, although we have made
significant empirical progress, as discussed in
the next two sections, theoretical models have
lagged behind. In future model building, it
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behooves the field to consider the breadth
of psychophysical, neurophysiological, neu-
ropsychological, and neuroimaging data that
form the basis of this progress.

CIRCA 1985—STRUCTURAL
DESCRIPTION MODELS

Marr & Nishihara (1978) introduced the idea
of part-based structural representations based
on three-dimensional volumes and their spa-
tial relations. In particular, they proposed that
object parts come to be mentally represented
as generalized cones (or cylinders) and objects
as hierarchically organized structural models
relating the spatial positions of parts to one
another. To some extent, this proposal was
motivated by 1970s-era models from com-
puter vision and computer graphics, but also
by the desire of Marr and Nishihara to have
their scheme satisfy several computational cri-
teria. First, representations should be accessi-
ble. That is, the necessary information to re-
cover a representation in a computationally
efficient manner should be available in the
visual image. Second, representations should
be unique. That is, objects that seem psycho-
logically different from one another should
be representationally discriminable from one
another. At the same time, representations
should be generic, so that the same repre-
sentational predicates are sufficient to capture
the wide variability of objects we encounter.
Third, representations should be both stable
and sensitive. That is, the wide range of two-
dimensional images generated by a single ob-
ject seen under different combinations of ob-
ject pose, configuration, and lighting should
map to a common object representation (i.e.,
it is the same object), but the representation
should also be sufficiently detailed to make
discriminations between visually similar ob-
jects (i.e., those are two different objects).

One of the most challenging issues for
Marr and Nishihara was the fact that, when
rotated in depth, three-dimensional objects
change their two-dimensional retinal projec-
tion (the problem of viewpoint invariance);

RBC: recognition
by components

stable object representations require address-
ing this problem. Thus, in their theory, object
parts encoded as generalized cones are rep-
resented in an object-centered manner, that
is, in a coordinate system that decouples the
orientation of the object from the position of
the viewer. The significance of this assump-
tion is that the same generalized cones can
be recovered from the image regardless of
the orientation of the object generating that
image. Consequently, object recognition per-
formance should be independent of both ob-
server position and object orientation. Thus,
at least for changes in viewing position—the
most daunting problem in the eyes of Marr
and Nishihara (and much of the field, as we
discuss below)—the many-to-one mapping
called for by the stability constraint is satisfied.
Conversely, the sensitivity constraint is satis-
fied by two properties of the proposed rep-
resentation. First, generalized cones—a two-
dimensional cross-section of any shape swept
along an axis of that shape—can capture an
infinite number of part shapes. Clearly, such
powerful representational units have the po-
tential to discriminate between objects having
only subtle shape differences. Second, these
object parts are related to one another by
metrically precise spatial relations at multi-
ple scales. That is, a given representation can
be refined down to the shape and configural
details necessary to distinguish it from other
objects of similar coarse shape. For example,
two different faces might have subtly differ-
ent relations between the angles of their noses
and eyes as well as subtly different gener-
alized cones representing the shapes of the
noses. However, as mentioned above, Marr
and Nishihara offered no empirical support
for this model.

By far the most well-received structural-
description model is recognition by compo-
nents (RBC; Biederman 1985). RBC is quite
similar to Marr and Nishihara’s model, but
has been refined in important ways. First and
foremost is the psychophysical support for
the model presented by Biederman (1985;
Biederman & Cooper 1991, 1992; Biederman
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& Gerhardstein 1993).1 Second, Biederman
included two important properties to make
the model more tractable: (a) a restricted
set of three-dimensional volumes to repre-
sent part shape—Geons—defined by proper-
ties, including whether the edge is straight
or curved, whether the object is symmetri-
cal or not, if the cross-section is of constant
size or expands or contracts, and whether the
axis is straight or curved;2 and (b) a single
layer of qualitatively specified spatial relations
between parts—for example, “above” or “be-
side.” At the same time, Biederman retained
the idea of view-invariant representations, but
modified it to be based on three-dimensional
shape properties that project to stable local
contour configurations—so-called viewpoint-
invariant properties (Lowe 1985). Critically,
Geons are specified by the co-occurrence of
multiple instances of these properties in the
image. For example, a brick Geon might
project to three arrow junctions, three L junc-
tions, and a Y junction that remain visible over
many different rotations in depth. RBC as-
sumes that these sets of contour features are
identified in the image and used as the basis
for inferring the presence of one of the 30
or so Geons that constitute RBC’s building
blocks for representing part shapes. Because
these features are themselves viewpoint in-
variant (up to occlusion), the recovery of parts
is also viewpoint invariant. Object represen-
tations are simply assemblies of such parts—
deemed “Geon-structural descriptions,” and
are constructed by inferring the qualitative
spatial relations between recovered parts. Be-
cause these relations are viewpoint invariant
across rotations in depth, the recognition pro-
cess is likewise viewpoint invariant (but not
for picture-plane rotations; e.g., the relation

1Although the bulk of these results were published during
the early 1990s, similar empirical designs and results are
outlined in the original 1985 paper, as well as in several
technical reports.
2Geons constitute a highly restricted subset of generalized
cones.

“above” is perturbed when an object is turned
upside down).

A final issue raised by Biederman in the
RBC model is the default level of object recog-
nition. That is, there is really no claim that all
of object recognition is accomplished as out-
lined above. Rather, Biederman suggests that
typical object recognition tasks occur at the
basic level (Rosch et al. 1976) or entry level
(Jolicoeur et al. 1984). More specifically, the
first and fastest label applied to most objects is
their category label (e.g., bird), the exception
being visually idiosyncratic category exem-
plars (e.g., penguin). RBC only explains how
observers recognize objects at this level, mak-
ing no attempt to account for how we arrive
at either superordinate labels (e.g., animal—
probably more cognitive than visual) or subor-
dinate labels (e.g., species labels such as fairy-
wren or individual labels such as Tweety Bird).
Thus, even given RBC as a plausible model of
basic-level recognition circa 1985, there is no
particular theory for how a wide variety of vi-
sual recognition tasks are accomplished.

So Where are We?

The late 1970s and early 1980s harbored sig-
nificant changes in how the field thought
about the mind and brain. In particular, ac-
counts of recognition and categorization tasks
shifted from purely cognitive problems to, at
least in part, perceptual problems. Shepard
& Cooper’s (1982) and Kosslyn’s (1980) em-
pirical investigations into mental imagery
brought home the idea that vision is more
than an input system. That is, consider-
able mental work is accomplished before we
ever invoke symbolic modes of processing
(Fodor 1975) or semantics. Building on this
transformation, theorists such as Marr and
Biederman formulated theories of visual
recognition that postulated high-level visual
representations for recognition and catego-
rization. Their models reflected the emerg-
ing bodies of both empirical data and work
in computational vision. The elder author
of this article remembers the excitement
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surrounding this time—solutions to problems
as complex as visual object recognition were
just around the corner (e.g., Pinker 1984).

At the same time, this excitement was tem-
pered by clear gaps in knowledge, not the least
of which was the relatively small amount of be-
havioral and neuroscientific data on how hu-
mans and other primates actually recognize
objects. Although hindsight is 20/20, it ap-
pears that many of us underestimated both
the extreme complexity of cortical areas past
V4 (Van Essen 1985), the flexibility and com-
plexity of the visual recognition tasks we rou-
tinely solve, and the computational intrica-
cies of building an artificial vision system. In
the sections below, we review some, but cer-
tainly not all, of the results that emerged from
1985 to present—not in small part due to the
excitement generated during these seminal
years.

CIRCA 1990—VIEW-BASED
MODELS

As discussed above, one of the core character-
istics (and appeals) of structural-description
models is their viewpoint invariance. Such
models predict that faced with a novel view
of a familiar object, observers should be able
to recognize it and should do so with no ad-
ditional cost.3 That is, response times and er-
rors should be equivalent regardless of view-
point. Interestingly, despite being one of the
core tenets of these models, this assumption
had not been tested. This omission may have
been in part due to the strong intuition we
have that object recognition is effortless even
when faced with novel viewing conditions.
Even Shepard & Cooper (1982), who ex-

3In Marr and Nishihara’s model, this prediction is predi-
cated on the successful recovery of the axes and cross sec-
tions describing the generalized cones representing parts.
In Biederman’s model, the same prediction is predicated
on the successful recovery of the same Geons from dif-
ferent viewpoints—due to self-occlusions within objects,
some rotations in depth will obscure Geons that are part
of the representation; in such instances, recognition will
become viewpoint dependent.

View-based
models: models of
visual object
recognition in which
objects are
represented with
respect to their
original viewing
conditions

plored extensively the nature of mental ro-
tation in making handedness judgments, ar-
gued on logical grounds that this viewpoint-
dependent process was not used for object
recognition.

At nearly the same time that structural-
description models became popular, several
groups undertook empirical studies of invari-
ance in visual object recognition.4 Jolicoeur
(1985) simply asked observers to view picture-
plane misoriented line drawings of common
objects and then to name them as quickly as
possible. He found that the time to name a
given object was related to how far it was ro-
tated from the upright, revealing a system-
atic response pattern similar to that found by
Shepard and Cooper. However, Jolicoeur also
found that this effect was relatively small and
diminished quite rapidly with repeated pre-
sentations of the objects. Thus, it remained
an open question as to whether the effect was
due to viewpoint-dependent representations
or to more transient viewpoint-dependent
processes elicited by the task. Building on this
ambiguity, Tarr & Pinker (1989) argued that
the critical question was not how observers
recognize familiar objects—which potentially
had already been encountered in multiple
viewpoints—but rather how observers recog-
nize novel objects when viewpoint has been
controlled during learning.

Tarr & Pinker (1989) studied this
proposal by teaching observers to name
several novel shapes appearing at select
orientations. They found that observers
exhibited a significant cost—in both re-
sponse times and error rates—when recogniz-
ing trained shapes in new orientations and
that these costs were systematically related
to the distance from a trained view. Inter-
estingly, the pattern looked a good deal like

4This increased interest was of course due to the theoreti-
cal excitement discussed above. However, it also may have
been spurred on in part by the new availability of desktop
personal computers (PCs) that were sufficiently powerful to
both display images and to record response times (the first
IBM PC appeared in 1981 and the first Apple MacintoshTM

in 1984).
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that seen in mental rotation tasks. These
and related results were taken as power-
ful evidence for viewpoint-dependent object
representations—sometimes called views—
and the use of a continuous mental trans-
formation process to align images of ob-
jects in novel viewpoints with familiar views
in visual memory (e.g., Shepard & Cooper
1982, Ullman 1989). Bolstering these claims,
Tarr (1995) found similar results for three-
dimensional objects rotated in depth. That
is, the same relationship between familiar and
unfamiliar viewpoints holds, even when depth
rotation changes the visible surfaces in the
image.

More recent results suggest that the view-
point dependencies seen in object recognition
tasks do not arise as a consequence of men-
tal transformation processes. In a study that
demonstrates how neuroimaging can inform
functional models, Gauthier et al. (2002) ex-
plored whether viewpoint-dependent object
recognition and viewpoint-dependent hand-
edness judgments (i.e., mental rotation) re-
cruit the same or overlapping neural sub-
strates. Using fMRI, they found that localized
regions of the dorsal pathway responded in
a viewpoint-dependent manner during men-
tal rotation tasks, while, in contrast, local-
ized regions of the ventral pathway responded
in a viewpoint-dependent manner during ob-
ject recognition tasks. That is, although the
behavioral data were nearly identical for the
two tasks, the neural bases of the behaviors
were qualitatively different, being subserved
by entirely different brain areas. This finding
strongly suggests that Tarr & Pinker’s (1989,
Tarr 1995) hypothesis regarding shared mech-
anisms for mental rotation and object recog-
nition is incorrect. As such, alternative models
as to how disparate views of the same object
are matched must be considered.

The early 1990s not only saw several stud-
ies that supported the hypothesis that objects
are represented in a viewpoint-dependent
manner, but also offered new ideas as to
how unfamiliar views are matched with fa-
miliar views. At the same time, these studies

helped to reinforce the overall picture of a sig-
nificant role for viewpoint-dependent recog-
nition processes (e.g., Lawson et al. 1994).
Most notably, Poggio & Edelman (1990)
developed both a computational framework
and a supporting collection of empirical re-
sults (Bülthoff & Edelman 1992, Edelman
& Bülthoff 1992) that reinforced the idea of
view-based recognition. Their model offers
one possible mechanism for matching inputs
and representations without mental rotation,
proposing that the similarity between input
and memory is computed using a collection
of radial basis functions, each centered on a
meaningful feature in the image. Object rep-
resentations are view-based in that they are
encoded with respect to a particular set of
viewing parameters, and matching such rep-
resentations to novel views of known objects
produces errors proportional to the dissim-
ilarity between the two. Thus, larger rota-
tions are likely to produce larger errors, but
no mental transformation is used. Another
important implication of their model is that
similarity is computed with reference to all
known views. Therefore, a novel view cen-
tered between two known views will be bet-
ter recognized (interpolation in the model’s
representational space) as compared to a
novel view an equivalent distance away from
only one known view (extrapolation in the
model’s representational space). This model
was tested by Bülthoff & Edelman (1992; also
Edelman & Bülthoff 1992). Consistent with
the specific predictions of the model, Bülthoff
and Edelman found the best recognition per-
formance for unfamiliar viewpoints between
trained views; poorer performance for view-
points outside of trained views, but along the
same axis; and the poorest performance for
viewpoints along the orthogonal axis.

Models based on principles similar to those
originally proposed by Poggio and Edelman
are still popular today (Riesenhuber & Poggio
1999). Lending empirical support to this
framework, Jiang et al. (2006) used an fMRI
adaptation paradigm to examine the neural
responses to target faces and face morphs
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between the target face and a nontarget face.
Consistent with similarity-based recognition
models, they found that adaptation increased
as the similarity between target faces and mor-
phed faces increased, indicating a larger de-
gree of overlap in the neural populations cod-
ing for the two stimuli.

Jiang et al. (2006) also computationally
tested whether their exclusively feature-based
model can account for recognition behaviors
that appear to be configurally based. Sur-
prisingly, they found that their model was
sensitive to configural manipulations (e.g.,
Rotshtein et al. 2005). Thus, a simple view-
dependent, featural model is able to account
for a significant number of behavioral and
neural findings. At the same time, the large
majority of studies supporting this approach
speak only to the issue of the nature of the
features used in object representations, not to
whether structural information, independent
of the particular features, is used (Barenholtz
& Tarr 2006). Put another way, demonstra-
tions of viewpoint dependence only implicate
viewpoint-dependent features; not how those
features are related to one another. At the
same time, the fact that feature-based mod-
els are able to produce configural effects does
not rule out, in and of itself, the possibility
that such effects are a consequence of struc-
tural information. In particular, although con-
figural coding may be realized through larger
view-based features (Zhang & Cottrell 2005),
the same coding may take the form of explicit
relations between features. In the end, it is un-
clear whether the large body of work focused
on view-based models is compatible with, in-
compatible with, or just orthogonal to struc-
tural models of object representation such as
RBC (Biederman 1985).

CIRCA 1995—WHAT’S
HAPPENING IN THE BRAIN?

Well before most cognitive scientists were
thinking about the problem, neurophysiolo-
gists were studying visual object recognition
by mapping the responses of single neurons in

IT: inferotemporal
cortex

primate visual cortex. In two landmark stud-
ies, Gross and colleagues (Gross & Bender
1969, Gross et al. 1972) reported that neurons
in the inferotemporal (IT) cortex of macaques
responded most strongly to complex visual
stimuli, such as hands and faces. As a measure
of the times, this result was met with great
skepticism and it was years before the field
accepted the idea of such strong stimulus se-
lectivity for single neurons. Much of this con-
servatism stemmed from the fact that prior to
this study, recordings from single units in the
visual system typically employed simple stim-
uli, such as light spots and bars. Moreover,
most recordings were made in early visual ar-
eas such as V1 and V2, not the higher-level
regions investigated by Gross and Bender. In-
terestingly, Gross and Bender found that cells
in these higher-level areas of IT showed very
little response to simple stimuli, but great sen-
sitivity to complex stimuli. The logical con-
clusion is that this and related areas of IT
are critical to complex visual processing and,
presumably, visual object recognition. As re-
viewed below, this study was the first of many
to come, with neurophysiological results com-
ing to play an important role in how we un-
derstand the object recognition process.

Before we discuss more recent results from
neurophysiology, it is worth stepping back
and considering some of the assumptions that
make single-unit recording a viable tool for
the study of visual object recognition. Because
most neurophysiological results are based on
the responses of single neurons, it is quite pos-
sible that years of neuron-by-neuron probing
will reveal almost nothing. Consider a plau-
sible neural architecture in which the rep-
resentation of objects is wholly distributed:
A good proportion of the neural population
available for object representation participates
in the encoding of each known object. More-
over, this particular population code is dis-
tributed across all of IT cortex, and active
neurons are interleaved with inactive neurons.
Such a coding scheme would render single-
unit responses all but useless: The neural fir-
ing patterns produced by the perception and

www.annualreviews.org • Visual Object Recognition 81

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

00
7.

58
:7

5-
96

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
N

IV
E

R
SI

T
Y

 O
F 

FL
O

R
ID

A
 o

n 
08

/2
2/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



ANRV296-PS58-04 ARI 17 November 2006 1:22

STS/AMTS:
superior temporal
sulcus/anterior
medial temporal
sulcus

recognition of different objects or object
classes would mostly look alike. And when dif-
ferent patterns were found within the small
populations recorded in most studies, they
would not be particularly diagnostic relative
to the overall code. Conversely, it is also pos-
sible that only a tiny proportion of the neural
population available for object representation
participates for any one object. In this case,
a neuroscientist might die, still never having
managed to find even one neuron selective for
any of the particular subset of objects used as
stimuli. Happily, neither extreme appears to
hold. That is, neuroscientists find object- and
class-selective visual neurons in short order—
usually in about 10% to 20% of the neurons
from which they record. At the same time,
they do not find uniform selectivity; differ-
ent objects produce different and consistent
patterns of firing across the measured neu-
ral populations. These basic facts suggest a
sparse, distributed code that, when uncovered
by neurophysiology, is capable of providing
constraint on how objects come to be both
represented and recognized.

Gross and Bender’s discovery of neu-
ronal selectivity for complex stimuli eventu-
ally came to be the de facto model of how ob-
jects are processed in IT. For example, Perrett
et al. (1984) proposed that IT is organized
into anatomical groupings of neurons labeled
as columns and minicolumns (one cell wide!)
that encode for visually similar high-level fea-
tures. A host of similar findings by Perrett
and many other groups (e.g., Desimone et al.
1980; nice reviews are provided by Gross
1994 and Rodman 1994) helped paint a pic-
ture of IT as a highly organized structure in
which single units appear to code for individ-
ual objects or object classes. Of course, such
data were rightly taken only as evidence for
an orderly cortex, not one in which single
units uniquely code for specific objects (e.g.,
“grandmother” cells). At the same time, the
actual neural code for objects seemed (and
seems!) elusive. Familiar objects must be rep-
resented in the brain somewhere; thus, it is
not surprising to find evidence for this. The

problem is that simply enumerating the selec-
tivity of hundreds or even thousands of single
units does not tell us much about how such
exquisite selectivity arises in the first place or
what role it plays in object recognition.

Studies exploring neural learning take
us beyond such simplistic cortical mapping
and give us some insight into one of the
most salient characteristics of object recog-
nition, its flexibility. In a study motivated by
Bülthoff & Edelman’s (1992) psychophysical
results and Poggio & Edelman’s (1990) model,
Logothetis & Pauls (1995) trained monkeys
to recognize paper clip and blob objects at a
small number of specific viewpoints. Over the
course of training, the experimenters added
new views of the objects that were generated
by rotations in depth. As with humans, behav-
iorally the monkeys showed better generaliza-
tion to views that were closer to the trained, fa-
miliar views. Again similar to humans, further
experience with these novel views eventually
led the monkeys to exhibit invariant perfor-
mance across a wide range of viewpoints. The
questions at the neural level are, how did they
accomplish generalization in the first place,
and what did they learn to achieve invariance?

To address this question, Logothetis &
Pauls (1995) recorded from IT neurons in su-
perior temporal sulcus (STS) and anterior me-
dial temporal sulcus (AMTS) while the mon-
keys were presented with the familiar objects
in familiar viewpoints. About 10% of the neu-
rons recorded from (71 out of 773) responded
selectively to particular wire-frame objects at
specific trained views. In contrast, they found
only eight neurons (∼1%) that responded
to a specific object in a view-invariant man-
ner. Critically, Logothetis and Pauls found
no neurons that were preferentially selective
for unfamiliar object views. Invariant recog-
nition performance was apparently achieved
by pooling across the generalization gradients
of the neurons found to be selective for fa-
miliar views. The finding of view-tuned neu-
rons is highly consistent with and provides a
neural mechanism for the behaviorally based
argument that observers represent objects at
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multiple viewpoints (Bülthoff & Edelman
1992, Tarr & Pinker 1989). That is, neural
selectivity emerges as a consequence of spe-
cific visual experiences, whether these expe-
riences be new objects or new views of fa-
miliar objects. Moreover, it does not appear
that the primate visual system is “recovering”
an invariant object representation. Rather, it
is relying on the specific representation of
many different examples to efficiently cover
image space in a manner that supports robust
generalization.

Although the results of Logothetis & Pauls
(1995) are compelling, some groups voiced
concern that overtraining with static, specific
viewpoints of objects leads to idiosyncratic
object representations that are more view-
selective than one might expect to arise from
real-world experiences where both observers
and objects interact dynamically (the same cri-
tique may be applied to the majority of the hu-
man psychophysical findings on view sensitiv-
ity). To address this concern, Booth & Rolls
(1998) recorded from single neurons in the
STS of monkeys that had experienced novel
objects by playing with them in their cages.
However, actual neurophysiological record-
ings were done with a fixed observer and with
static images depicting photographs of the ob-
jects at different viewpoints. Of the neurons
that were recorded from, Booth and Rolls
found that 49% (75 out of 153) responded
to specific views and only 14% (21 out of
153) showed view-invariant responses. How-
ever, using an information theoretic analysis,
they found that the combined firing rates of
the view-invariant cells alone were sufficient
to discriminate one object from another. That
is, the pattern of firing rates across the pop-
ulation of 21 view-invariant neurons differed
more for different objects than it did for differ-
ent views of the same object. This discrimina-
tory power was not feature dependent in that
it was observed for different views of the same
object that shared no visible features and for
grayscale versions of the object images (e.g.,
discrimination was not based on color fea-
tures). Critically, Booth and Rolls also demon-

strated that the view-invariant neurons were
selective for the particular objects with which
the monkeys had played and not for similar
objects they had not previously seen. Thus,
Booth and Rolls were able to both reinforce
and elaborate on the results of Logothetis and
Pauls. Specifically, view-invariant neurons are
intermingled with view-tuned neurons, and
it is theorized that the pooling of the re-
sponses of collections of the view-tuned neu-
rons in the population enables invariance in
the view-invariant neurons. Finally, such neu-
rons appear capable of supporting recognition
in the sense that their responses, considered
together, were sufficient to discriminate one
familiar object from another.

Further demonstrating the explanatory
power of using neural population codes to
represent objects, Perrett et al. (1998) demon-
strated that collections of feature-selective
neurons coding for different parts of an
object produce, when their responses are
considered together, patterns of viewpoint de-
pendency in object recognition tasks. This
finding is based on two facts: (a) each feature-
sensitive neuron is highly viewpoint depen-
dent, and (b) the overall rate at which the
population will reach a response threshold
sufficient for recognition is dependent on its
cumulative responses. That is, recognition is a
function of the similarity between known lo-
cal features and their appearance in the input
image. As such, the overall neural response
pattern is consistent with that observed be-
haviorally in many different object recogni-
tion studies (e.g., Bülthoff & Edelman 1992,
Tarr 1995), suggesting a neural basis for the
similarity computations proposed by Poggio
& Edelman (1990; also Riesenhuber &
Poggio 1999).

Further evidence for population codes in
the neural representation of objects comes
from the work of Kobatake et al. (1998).
As in the studies discussed above, a learning
paradigm was used to examine how the selec-
tivity of IT neurons in TE change with ex-
perience with novel objects. Monkeys were
overtrained in a match-to-sample task with
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28 simple two-dimensional shapes. Following
this training, Kobatake et al. (1998) recorded
the responses of IT neurons in five anes-
thetized monkeys: two trained with the shapes
and three controls that had not seen the
shapes. A total of 131 neurons were recorded
from in the trained animals, while a total of
130 neurons were recorded from in the con-
trols. Not surprisingly, Kobatake et al. (1998)
found significantly more neurons selective for
the familiar test shapes in the trained group
as compared to the control group (although
there were some neurons selective for the
test shapes in this group as well). More in-
terestingly, they found that the similarity dis-
tances between the shape-selective neurons—
computed by placing the neural pattern best
selective for each trained shape in a location
in a high-dimensional response space equal to
the total number of recorded neurons—were
larger for the trained group as compared to
the control. Such results provide additional
constraints on how objects come to be coded
in IT cortex: With experience, a larger pop-
ulation of neurons is likely to be selective
for the familiar objects (a point we return to
in the discussion of neuroimaging below), and
the responses of these neurons are likely to be-
come more selective (corresponding to larger
distances in neural response-defined feature
space).

A somewhat different approach to how
neurons come to represent complex stim-
uli was developed by Sigala (2004, Sigala &
Logothetis 2002). They trained monkeys to
recognize diagrammatic drawings of faces or
simple fish composed of separable features
that could be systematically altered. For exam-
ple, it was possible to change the eye height,
eye separation, nose length, and mouth height
of the faces. Likewise, the fish also had four
changeable parameters: the shape of the dor-
sal fin, the tail, the ventral fins, and the mouth.
For both sets, each parameter could indepen-
dently have three different values. For this
discrimination, two of the four parameters
were task relevant (the remaining two pa-
rameters varied randomly), and maximal per-

formance required attending to the values
of both relevant parameters simultaneously.
Monkeys were trained to perform this classi-
fication task with 10 objects per stimulus set
(fish or faces) and then were given the task of
classifying 24 new objects, which were also in-
stances of the two trained classes. Following
this training regimen, Sigala recorded from
anterior IT neurons while the monkeys per-
formed the same categorization task. At is-
sue is whether neural selectivity occurs at the
level of the class, the object, or diagnostic fea-
tures. Sigala (2004) found that a large number
of the class-selective neurons responded dif-
ferentially to at least one parameter value for
both faces (45.8%) and fish (43.1%). Of those
cells, a large percentage were selective only for
those diagnostic parameters (i.e., not to class-
irrelevant features; 72.7% for faces, 75% for
the fish). Thus, although it is tempting to as-
sociate highly selective neural responses with
the representation of complete objects, these
data suggest that object-selective neurons in
IT may be coding for particular task-relevant
diagnostic features rather than for objects as
a whole.

Some of the most striking evidence with
regard to how object features are repre-
sented in IT comes from the work of Tanaka
(1996). Recording within the TE region of IT,
Tanaka uncovered a highly structured pattern
of feature selectivity. These results were built
on a novel method for determining the best
stimulus for a given neuron. Tanaka used an
image-reduction technique on a neuron-by-
neuron basis to determine which combination
of minimal image features maintains the same
firing rate as that measured in response to a
complex object image for which a given neu-
ron is preferential. These single-neuron ob-
ject preferences were established by rapidly
presenting a large number of common objects
to anesthetized monkeys. Once an object was
found that produced a strong response in the
neuron being recorded, features in the image
of this object were systematically manipulated
and reduced in a direction that continued to
drive the neuron to the same degree as the
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original image. However, the particular fea-
tures identified by these methods were not
what one might have expected: They tended
to be moderately complex two-dimensional
shapes depicting lollipops, stars, etc. That is,
despite a high degree of organization in area
TE, the particular neural code being used to
represent objects is not at all obvious. Indeed,
Tanaka’s (1996) results have proven to be
something of a Rorschach test for the field—
almost everyone can find something here that
seems consistent with their pet theory.

Tanaka also found that TE neurons are
neuroanatomically organized according to
this feature selectivity. That is, adjacent neu-
rons tended to be selective for the same min-
imal features. In addition, recordings along
electrode penetrations perpendicular to the
surface of the cortex revealed neurons that
tended to exhibit a maximal response to vi-
sually similar objects. For example, within a
perpendicular penetration, neurons might re-
spond to small variations in the frontal view
of a face, suggesting that area TE is also
organized into minicolumns. Tanaka (1996)
also used a technique known as optical imag-
ing, which measures the presence of deox-
idized hemoglobin, to examine these find-
ings at a more macro scale. Again using faces
as the example, he found that adjacent ar-
eas (corresponding to several minicolumns)
all responded to faces, but at slightly different
views. That is, one region might have its high-
est activation for a frontal view, while adja-
cent areas might have their highest activations
to rotations varying from the frontal view in
a systematic manner. Such findings also help
to reinforce the hypotheses of Logothetis &
Pauls (1995) and Booth & Rolls (1998) regard-
ing the use of view-tuned neurons to achieve
viewpoint invariance.

Interestingly, Tanaka himself has argued
that these feature columns provide the vi-
sual object recognition system with two of
the desiderata identified by Marr & Nishihara
(1978): sufficient sensitivity to support dis-
crimination among very similar objects,
but sufficient stability to generalize across

changes in viewpoint, lighting, and size.
Tanaka suggests that objects represented by
a large population of neuroanatomically ad-
jacent neurons with overlapping selectivities
are best able to realize these properties.

Finally, a recent study has gained notori-
ety for revealing “Jennifer Aniston” cells in
the human brain (Quiroga et al. 2005). The
nominal question addressed here is how neu-
ron activity is organized into visual represen-
tations. The remarkable specificity of the neu-
rons recorded in humans with epilepsy—some
neurons responded to Jennifer Aniston alone,
but not to Jennifer Aniston with Brad Pitt—
seems to hark back to grandmother cells.
Yet, it seems clear that if we know some-
thing, it must be encoded somewhere in the
brain. Thus, it should not be surprising that
knowing about Jennifer Aniston (apparently
the subjects read People) is reflected in neural
responses. Moreover, the actual locations of
these responses were all in the medial tem-
poral lobe, in regions typically considered to
be nonvisual and often implicated in generic
memorial processes. Similarly, strong neural
responses were prompted by both visual and
verbal stimuli. Thus, although it is nice to
know that semantic knowledge about things
is indeed represented independent of modal-
ity, this does not speak to how invariance
is achieved within a modality—that is, how
the visual system compensates for the infi-
nite variations in size, viewpoint, lighting,
and configuration that we encounter every
day.

CIRCA 1890/1990—
NEUROPSYCHOLOGY REDUX

Neuropsychology—the study of human sub-
jects with brain lesions—is one of the old-
est sources of evidence regarding the mech-
anisms underlying visual object recognition
(e.g., Lissauer 1890). Although there has been
a steady stream of neuropsychological re-
search over the past century (e.g., Warrington
& James 1967), arguably, it was the publi-
cation of Farah’s (1990) monograph, Visual

www.annualreviews.org • Visual Object Recognition 85

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

00
7.

58
:7

5-
96

. D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 U
N

IV
E

R
SI

T
Y

 O
F 

FL
O

R
ID

A
 o

n 
08

/2
2/

07
. F

or
 p

er
so

na
l u

se
 o

nl
y.



ANRV296-PS58-04 ARI 17 November 2006 1:22

Visual agnosia:
impaired visual
recognition abilities,
with a preservation
of low-level visual
functions

Prosopagnosia:
impaired visual face
recognition, with the
relative preservation
of visual recognition
of other object
categories

Double
dissociation: a
neuropsychological
framework in which
one type of brain
injury impairs
Function 1 while
sparing Function 2,
while a second type
of brain injury
impairs Function 2
while sparing
Function 1

Agnosia, that rekindled interest in the use
of neuropsychological case studies. Specifi-
cally, she reviewed almost every published
case study of visual agnosia—disorders of vi-
sual recognition—to gain a clearer picture of
what they tell us, in toto, about the process
of object recognition in unimpaired subjects.
Broadly speaking, Farah’s argument is that
there exist two independent recognition sys-
tems: one that is part-based and one that is
holistic. Put another way, one route to recog-
nition is to parse an object into its constituent
features or parts and then to use these parts—
possibly in a configural manner (which would
make such part-based representations truly
structural; see Barenholtz & Tarr 2006)—as
the match to similarly parsed input images.
The other route assumes no such parsing:
Objects are represented as undifferentiated
images, and recognition proceeds by match-
ing these holistic representations to input
images.

Note that it may seem logical to associate
the former with structural-description mod-
els (e.g., Biederman 1985) and the latter with
view-based models (e.g., Poggio & Edelman
1990, Tarr & Pinker 1989). This would be
wrong in that the question of view specificity
is orthogonal to whether object representa-
tions are structural or not (Barenholtz & Tarr
2006). What Farah proposes speaks only to
the structural nature of object recognition,
her conclusion being that structure is used
for some, but not all, recognition tasks. Farah
(1990, 1992) proposed this division of labor
to account for three major types of neuropsy-
chological deficits that emerged from her re-
view: (a) prosopagnosia, a profound deficit in
recognizing faces; (b) object agnosia, a deficit
in recognizing at least some classes of ob-
jects; and (c) alexia, a deficit in reading writ-
ten text. She suggests that all three deficits
can be explained in the context of damage to
these two basic systems. For example, dam-
age to the holistic system is likely to severely
impact face recognition (to the extent we be-
lieve face recognition is holistic, a hypothesis
supported by results such as Tanaka & Farah

1993). Conversely, damage to the part-based
system is likely to severely impact text reading
(to the extent we believe that reading requires
structural representations; a hypothesis sup-
ported by results such as those of Pelli et al.
2003). Somewhere in between, damage to ei-
ther system is also likely to impair the recogni-
tion of some objects, depending on the degree
to which the recognition of a particular class
relies more on structural or holistic mecha-
nisms. And perhaps obviously, damage to both
systems is likely to impair the recognition of
most objects, including faces and words.

The critical neuropsychological prediction
of Farah’s model concerns the pattern of spar-
ing and loss seen across different cases of
agnosia. Specifically, she predicts that both
prosopagnosia and alexia will occur with only
limited object agnosia. However, there should
never be cases of prosopagnosia and alexia
with no object agnosia. Across her exhaus-
tive review of the literature, she finds cases of
impaired face recognition, impaired reading,
and impaired object recognition, the latter of-
ten in combination with one of the former,
but she finds not a single clear case in which
face recognition and reading are impaired but
object recognition is spared. Farah’s meta-
analysis of neuropsychological data provides
powerful evidence for a two-system account
of object recognition.

Although Farah did not explicitly make
the distinction, it is tempting to associate
the structural mechanisms with normal
object recognition and holistic mechanisms
with face recognition. Indeed, much of the
field has adopted this particular dichotomy.
Although there are certainly apparent dis-
sociations in face and object recognition in
both psychophysics (but see Gauthier & Tarr
1997) and neuroimaging (the focus of the
next section), perhaps the most compelling
piece of evidence for separable mechanisms
comes from a single neuropsychological case.
The Holy Grail in neuropsychology is a
double dissociation, in which two different
cases show opposite patterns of sparing and
loss across two abilities (Plaut 1995, however,
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presents a cogent computational argument as
to why double dissociations do not necessarily
entail separable mechanisms). For face and
object recognition, this would manifest as
cases in which face recognition abilities are
lost, but object recognition abilities are intact,
and cases in which face recognition abilities
are intact, but object recognition abilities
are severely impaired. Cases of the former—
prosopagnosia—are quite prevalent in
the literature. At the same time, cases of the
latter—intact face recognition with severe
agnosia—are rare. In fact, there is only one
such published case, that of CK (Moscovitch
et al. 1997).

Strikingly, CK appears to have acute ob-
ject agnosia and alexia, but no deficit in face
recognition. Moscovitch et al. found that
CK’s face recognition abilities for upright
faces were comparable to that of unimpaired
control subjects. This ability extended to
Arcimbaldo’s highly schematic faces com-
posed of vegetables or two-tone Mooney
faces. At the same time, CK was functionally
blind at object recognition in that he was un-
able to perform even basic-level recognition
tasks (although he was able to use context to
infer the identity of some objects). Thus, CK
appears to be the other end of the double
dissociation with prosopagnosia. Moscovitch
et al. (1997) suggest that this pattern strongly
supports separable mechanisms for face and
object recognition. It should be noted, how-
ever, that CK’s face recognition performance
is hardly normal. For example, his recognition
of inverted faces was significantly worse as
compared to control subjects. One interpre-
tation of this result is that CK’s recognition of
inverted faces defaults to the standard object
recognition process (e.g., Farah et al. 1995),
for which he is severely impaired. An alterna-
tive is that all normal routes to object recog-
nition are impaired, but that CK has devel-
oped an idiosyncratic template-like strategy
for recognizing upright faces only (other id-
iosyncratic but successful recognition strate-
gies have been observed in prosopagnosia;
e.g., Bukach et al. 2006).

fMRI: functional
magnetic resonance
imaging

Moscovitch et al. (1997) also investigated
whether CK was capable of recognizing over-
lapping line drawings of faces or objects, as
well as two-tone Mooney faces or objects
(Moore & Cavanagh 1998), all tasks that pre-
sumably require part segmentation for suc-
cessful object recognition. Not surprisingly,
given his severe object recognition deficit, CK
was impaired at recognizing either overlap-
ping objects or Mooney objects. However,
CK performed at the same level as control
subjects when recognizing overlapping faces
or Mooney faces. Such findings indicate that
CK’s impairment is not in the preprocess-
ing components of object recognition, for in-
stance, segmentation of objects into parts, but
rather is located downstream, perhaps at the
point at which parts are related to one another
to form structural representations. This claim
is something of a paradox in that most holis-
tic models assume object features are assem-
bled into higher-order configurations (e.g.,
Maurer et al. 2002); that is, they are not tem-
plate models in the strict sense. Yet, config-
ural processing is often cited as a core prop-
erty of face recognition mechanisms. Thus,
it is difficult to see how CK could be im-
paired at “putting things together” to form
configural representations, yet could be good
at face recognition. As mentioned above, one
wonders whether CK has actually lost most
of his visual object recognition abilities, but
has somehow retained a much more literal
template-like process in which undifferenti-
ated representations are matched to face im-
ages (possibly as a residual effect of premorbid
face expertise).

CIRCA 2000—THE RISE OF A
NEW MACHINE

If any single device since the tachistoscope
could be said to have revolutionized the study
of the mind and brain, it is the functional
magnetic resonance imaging (fMRI) scanner.5

5As experimental devices, computers have mostly been used
as fancy tachistoscopes. On the other hand, the idea of a
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BOLD: blood
oxygen
level-dependent

FFA: fusiform face
area

Neuroimaging studies have the potential to
bridge the gap between human psychophysics
and single neuron physiology by allowing us
to measure the neural activity at the scale of
hundreds of thousands of neurons concur-
rently with real-time task performance.

As with neurophysiology, before we dis-
cuss specific results from fMRI, it is worth
stepping back and considering some of the
assumptions that make it a viable tool for
the study of visual object recognition (and
the mind and brain more generally). The de-
pendent measure in fMRI—the blood oxygen
level-dependent (BOLD) effect—provides a
neuroanatomical location where neural activ-
ity (or its signature) occurs. What can loca-
tion tell us about the functional properties of
the brain? Perhaps nothing. Again consider
a wholly distributed neural code. Such a rep-
resentational scheme would render fMRI use-
less: The neural patterns produced by the per-
ception and recognition of different objects
or object classes, at the scale of fMRI, would
be indistinguishable from one another. Again,
luckily for us, this sort of encoding does not
seem to be the norm. As hinted at by single-
unit neurophysiology studies, regions of IT
appear to be organized into columns based on
visual similarity—the defining characteristic
of object classes. That is, hundreds of thou-
sands of adjacent visual neurons tend to be se-
lective for the same object or variations on that
object. Thus, there is every reason to expect
that fMRI should be able to resolve differen-
tial object processing across stimuli and tasks.

One of the most robust and oft-studied
results regarding object processing to come
out of the neuroimaging is that of category-
selectivity. This phenomenon is roughly anal-
ogous to the object selectivity seen at the
single-unit level: as revealed by fMRI, clus-
ters of hundreds of thousands to millions of
adjacent neurons show a selectively higher
level of activity in response to objects within

computer certainly has had dramatic impact on how we
think about the mind and brain (e.g., Turing 1950).

a visually similar class. As with single-unit
selectivity, the most well-known finding of
this sort is with reference to faces. That is,
if subjects view a series of faces and the re-
sultant pattern of activity is compared to the
pattern measured when viewing a series of
nonface objects, one finds higher activity in
a small region of the fusiform gyrus located
within the ventral-temporal pathway (actu-
ally first revealed using PET; Sergent et al.
1992; replicated by Puce et al. 1995, and later
Kanwisher et al. 1997). This face-selective
region—dubbed the fusiform face area or
FFA—has attained a level of notoriety that is
arguably far out of proportion relative to its
potential to inform us about the nature of ob-
ject recognition. That being said, there has
been a great deal of interest in both uncover-
ing the computational principles underlying
the FFA and exploring whether it is truly ex-
clusive to faces or can be recruited by nonface
stimuli.

This latter question is central to the is-
sue of modularity in visual processing (and
in the brain more generally). That is, one
model of how the brain works is that it is di-
vided into functional modules, each special-
ized for a particular task (Fodor 1983). Al-
though this is certainly true at some level of
analysis—for instance, there are clearly sepa-
rable areas for vision and language—the jury is
still out on whether more specific processing
mechanisms within such systems are domain-
general or domain-specific. To some extent,
fMRI plays into domain-specific arguments.
A subject performs a particular task with par-
ticular stimuli, and a small area of the brain
selectively “lights up” in response. It is cer-
tainly tempting to label each such spot as a
module and give it a good acronym. Hence
we hear about modules for all sorts of things,
including, recently, love (Aron et al. 2005) (see
http://www.jsmf.org/badneuro/). Thus, in-
terpreting neuroimaging results requires
some degree of caution—a putative module
may be nothing more than an artifactual peak
that is potentially neither necessary nor suffi-
cient for the associated task.
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Returning to the question of category se-
lectivity in IT, two chief issues have emerged.
First, do category-selective regions occur for
stimuli other than faces? And, if so, do they
rely on the same neural substrates? Sec-
ond, what are the origins of category se-
lectivity; that is, why does it occur in the
first place? Kanwisher (2000) has been the
strongest proponent of the view that the FFA
is a “face module” and, as such, is face exclu-
sive. At one level, her arguments are weak-
ened by the ever-growing list of putatively
category-selective regions in IT: We have the
parahippocampal place area (PPA; Epstein &
Kanwisher 1998), the extrastriate body area
(EBA; Downing et al. 2001), as well as areas
for cars (Xu 2005), birds (Gauthier et al. 2000),
chess boards (Righi & Tarr 2004), cats, bot-
tles, scissors, shoes, chairs (Haxby et al. 2001),
and novel objects called “Greebles” (Gauthier
et al. 1999). Category selectivity ceases to have
any explanatory power if a new functional
module is postulated for each new object
class that results in category selective activity
(Figure 1).

Clearly, the answer to the first question
raised above is yes—category selectivity oc-
curs for many nonface objects. As to whether
the same neural substrates used for faces are
recruited in these cases, the answer is that
it depends on whom you ask. There is cer-
tainly strong evidence that, up to the reso-
lution of fMRI, the selective responses seen
for Greebles (Gauthier et al. 1999), birds
(Gauthier et al. 2000), and cars (Xu 2005)
appear to colocate with the responses seen
for faces. At the same time, it has been
argued that better resolution might reveal
separable neural populations for each object
class, for example, columns similar to those
found by Perrett and Tanaka. On the other
hand, one might argue that colocalization at
this scale is irrelevant. The functional archi-
tecture of the visual system is often thinly
sliced with regard to selectivity—for example,
the tuning to different orientations in adja-
cent regions of V1—yet the overall picture
is one of a common computational basis (no

Figure 1
The new phrenology. fMRI reveals numerous category-selective regions in
the brain. Simply labeling each as exclusively “for” a particular category
provides no explanatory power regarding the functional properties of
high-level vision. Please note that the depicted neuroanatomical locations
in this figure are arbitrary, but it would not add much more information if
they were correct! Adapted from the original drawing by Franz Joseph Gall.

Category
selectivity: a
phenomenon in
neurophysiology and
neuroimaging where
a single neuron or
small brain region
shows higher
responses for a
particular object
category relative to
all other object
categories

one would reasonably argue that the differ-
ent orientation columns in V1 were distinct
modules). What is more telling is that the
large majority of category-selective areas in
IT seem to occur nearly on top of one an-
other or quite close to one another. Thus, the
best current evidence suggests that they form
a single functional subsystem within object
processing.

A more informative question is why this
functional architecture occurs at all. Efforts
to simply map out category selectivity entirely
miss this point. In contrast, there has been
significant effort by Gauthier and her col-
leagues to better understand the specific fac-
tors that contribute to the origins of this phe-
nomenon. In particular, they have found that
the concatenation of a visually homogeneous
object class with the learned ability to quickly
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and accurately discriminate between members
within this class—perceptual expertise—leads
to a shift in the default level of processing
and category-selective regions as measured by
fMRI (Gauthier et al. 1999, 2000; see also
Xu 2005). Critically, these same properties are
true for face recognition in almost all humans:
we are experts at recognizing individual faces
and do so automatically when we encounter a
face (Tanaka 2001). Thus, the same explana-
tion applies to why we see category selectivity
for faces (we all become face experts during
development) and nonface objects (subjects
were birdwatchers, car buffs, or were trained
in the laboratory to individuate visually simi-
lar objects). As such, this account undermines
any need to postulate category-exclusive
modules.

Different computational principles have
been used to account for other divisions of
category selectivity. In particular, the expla-
nation offered above would not seem to apply
to the place area. Instead, Levy et al. (2001)
have suggested that these separable functional
regions arise due to the way in which we
usually see faces (and objects) as compared
to places/buildings. Faces are typically per-
ceived centrally, that is, using one’s fovea,
whereas places are typically perceived periph-
erally. Such differences in the eccentricity of
viewing are preserved throughout the visual
system, so that object representations in IT
come to be organized with respect to retinal
eccentricity. Again, a putative modular differ-
ence based on category (faces versus places)
can be accounted for by functional properties
arising from the way in which a given object
category is typically processed.

As alluded to at the beginning of this sec-
tion, one issue in interpreting fMRI data is
understanding how the measured activity of
millions of neurons within a single voxel re-
lates to single neuron responses. To explore
this question, Sawamura et al. (2005) used an
fMRI adaptation paradigm in both monkeys
and humans to measure localized neural ac-
tivity in the ventral pathway in response to
changing object size. At issue was how the

primate brain achieves invariance over image
variation—in this case, over changes in the
size of an image on the retina. In contrast
to an earlier study that suggested minimal
size dependency (Grill-Spector et al. 1999),
Sawamura et al. found the greatest decrease
in neural responses for repetitions of the same
object at the same size, intermediate levels of
response for repetitions of the same object at
different sizes, and lowest response levels for
repetition of different objects. Critically, such
size dependency at the voxel level is consis-
tent with single-neuron physiology that sug-
gests changes in size result in systematic de-
creases in the response rate (Ashbridge et al.
2000). A similar correspondence across levels
may be seen in the viewpoint-dependent pat-
terns revealed by behavioral, neuroimaging,
and neurophysiology studies reviewed above.
Overall, such data suggest that it is possi-
ble to make connections between method-
ologies operating at different scales so long
as similar methods and stimuli are used at
all levels. Unfortunately, corresponding stud-
ies are still relatively rare, leaving open many
questions regarding the nature of the neu-
ral code as understood at different levels of
analysis.

Finally, perhaps mirroring errors of the
field itself, in this section we have emphasized
a particular subset of results at the expense of
others. Although the interpretation of fMRI
results remains problematic, the past decade
has seen a wealth of new findings in this area,
many of them speaking to issues that have
been with us for far longer. For example, Bar
et al. (2006) used fMRI (as well as magnetoen-
cephalography) to study top-down connec-
tions within the visual recognition system—
clearly an understudied problem relative to
its probable importance in visual processing.
Bar et al. propose that quite early during
the recognition process the orbitofrontal cor-
tex uses low spatial frequencies to determine
the coarse shape of objects. This information
is then fed back to the temporal cortex as
a means for narrowing the candidate object
search space. The fMRI results of Bar et al.
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(2006) support the existence of this feedback
pathway, and their magnetoencephalography
results support the claim that these prefrontal
areas actually respond more quickly than do
early ventral areas during object processing.
These results provide one possible mecha-
nism for how the visual system achieves the in-
credible recognition speeds demonstrated by
Thorpe et al. (1996).

CIRCA 2006—TOO MUCH
DATA/TOO FEW MODELS

Our review touches upon only a small por-
tion of the huge body of data that has been
collected over the past two decades. This ex-
plosion of new data is due in large part to
innovative methods—for example, computer
graphics, psychophysics, ERP, and fMRI—
that have invigorated the field, attracting new
generations of scientists. We hope we have
conveyed at least some of the significant the-
oretical and empirical progress that has been
achieved. The huge successes of the Work-
shop on Object Perception and Memory (in
its thirteenth year) and the Annual Meeting
of the VisionSciences Society (in its sixth year)
serve as barometers for how far the field has
come.

At the same time, we should not get too
self-congratulatory. One of the touchstones of
the early 1980s was the integration of compu-
tational theory with empirical data (e.g., Marr
1982). For the most part, this promise has not
come to pass. The wealth of data that has been
accrued is almost overwhelming in its com-
plexity, and there are few, if any, overarching
models of the complete recognition process.
Conversely, of the many computational the-
ories that have been developed over the past
two decades, few, if any, are strongly grounded
in what we currently know about the func-
tional and neural underpinnings of the pri-
mate visual system. Yet, there are reasons for
optimism. In particular, within the empirical
domain, methods such as fMRI have begun to
forge tighter connections between single neu-
rons and functional models of the mind. Simi-
larly, computational theories have matured to
the point where simple task completion (e.g.,
recognizing an object) is not a goal in itself;
models have become more tied to neural ar-
chitectures and to behaviorally based metrics
of performance. Thus, we look forward to the
next two decades and anticipate the new find-
ings and integrative models that will bring us
closer to the goal of explaining how we per-
ceive and recognize objects.

SUMMARY POINTS

1. In the 1980s, structural-description models dominated the thinking about visual object
recognition. These models proposed that visual recognition was based on “object-
centered” three-dimensional parts. Consequently, recognition performance is pre-
dicted to be more or less independent of viewpoint.

2. In the 1990s, view-based models arose as an alternative to structural-description mod-
els. Such models propose that visual recognition relies on representations tied to an
object’s original viewing conditions. Critically, several behavioral studies found that
visual recognition was strongly viewpoint dependent.

3. During this same period, neurophysiological researchers found that visual neurons
are organized into columns that encode similar visual features. More recently, several
studies have found that, with experience, neurons become progressively more selective
for trained objects or their component features. However, individual neurons are not
sufficient for discriminating between objects; rather, populations of neurons are used.
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4. Neuropsychological research has found many cases of visual agnosia that appear to
be face-specific. At the same time, there is one reported case of a general object
agnosia with spared face recognition abilities. This double dissociation is intriguing
regarding the independence of face and object recognition; however, more-detailed
analyses suggest that such patterns may occur without separation of these processes.

5. fMRI has dramatically altered the landscape of how we study visual object recognition.
Perhaps the most enduring finding from this new methodology has been that of
category selectivity, that is, localized neural activity in response to a particular object
category, for example, faces. Recent evidence suggests that this phenomenon is a
consequence of the task requirements associated with face processing: expertise in
individuating members of a homogeneous object category. Thus, similar category
selectivity may be found for Greebles, cars, birds, etc.

6. For all of the recent progress in this area, we still have a long way to go. Behavioral
and neuroscientific research must become better grounded in well-specified models of
object recognition (as opposed to diagrams of boxes with arrows), and computational
models must become better grounded in the rich set of constantly growing empirical
data.
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